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Abstract: Magnetic Resonance Image segmentation is an im-
portant image analysis task in medical image processing for di-
agnosis of diseases. Brain MRI segmentation is done for the
proper diagnosis of lesions. In this paper, a new segmentation
method using partitional clustering algorithm with Grammati-
cal Swarm Based-Adaptable Particle Swarm Optimizer is pro-
posed for lesion detection of brain MR images. Difficulty in
use of segmentation occurs due to presence of noise in the M-
R images. Therefore, noise is removed using non-local means
filter. After segmentation of T2-weighted MR images using the
proposed clustering method, lesions are extracted from the MR
images. A comparative study has been made with PSO based
method using quantitative measurement indices. The experi-
mental results show that proposed method performs better than
PSO based method.
Keywords: Magnetic Resonance Imaging, Lesion, Segmentation,
Clustering, Grammatical Swarm, Particle Swarm Optimizer

I. Introduction

A. Background

Mutlimodal Magnetic Resonance Imaging (MRI) [1, 2] seg-
mentation is an important image analysis task in medical di-
agnosis and segmentation of multimodal MRI has become
crucial in detection of lesion in the brain. Magnetic reso-
nance imaging provides detailed information about brain tu-
mor anatomy, cellular structure and vascular supply. There-
fore, it is an important tool for the effective diagnosis, treat-
ment and monitoring of the brain disease [1]. It is also very
important in the progressive transmission [3, 4] of images.
In progressive transmission, only the segmented MRI of pa-
tients having lesion is transmitted whereas segmented im-
ages not having lesions are transmitted only on demand to
reduce the effective load of the transmitter as stated in ar-
ticles [3, 4]. Brain MR images can have maximum seven
classes or objects [5]:(i) background, (ii) cerebrospinal flu-

id(CSF), (iii) white matter, (iv) gray matter,(v) bone, (vi) s-
calp and (vii) lesion. With different parameters settings, it
is possible to obtain three types of brain MRI of same pa-
tient: (a) T1-Weighted (b) T2-Weighted (c) Proton densi-
ty (-weighted) [5]. In this work, only T2-Weighted images
are considered for segmentation because of the intrinsical-
ly higher soft tissue contrast resolution. Segmentation is a
process to make partition the image into different regions or
segments or class. The main difficulties in MRI segmenta-
tion are (a) noise (b) the bias field (intensity inhomogeneity
i.e. smooth intensity change inside originally homogeneous
regions) and (c) the partial volume effect i.e. a voxel con-
tributes in multiple tissues [6, 7].

B. Related Works

Brain MRI segmentation is to partition the image into dif-
ferent class of tissues as well as to detect lesion. W. M.
Wells et al. [9] proposed an adaptive segmentation of MRI
images. This adaptive method used the knowledge of tissue
intensity properties and intensity inhomogeneities to correct
and segment the MRI image and Expectation-Maximization
(EM) algorithm was used to obtain the bias field estimates
from nonlinear estimator. A knowledge-based technique for
automatic segmentation of brain MRI was presented in arti-
cle [10]. First, Fuzzy C-Means (FCM) clustering algorithm
is used to segment the image in this method. Then an ex-
pert system was used with initial FCM segmentation to de-
tect normal or abnormal slice of MRI. S. Saha et al. [11]
proposed an automatic segmentation technique of multispec-
tral magnetic resonance image of the brain using new fuzzy
point symmetry based genetic clustering technique. Real-
coded variable string length genetic fuzzy clustering tech-
nique (Fuzzy-VGAPS) was used to evolve the number of
clusters present in the Multiple Sclerosis MRI data set auto-
matically. M. Y. Siyal et al. [12] proposed an intelligent mod-
ified fuzzy c-means based algorithm for bias (or intensity in-
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homogeneity) estimation and segmentation of brain MRI. A.
Dasgupta [13] segmented the brain MRI for lesion detection
using a modified Fuzzy C-Means algorithm which can filter
the image at the time of segmentation of noisy image. A. De
et al. [14] proposed masking based segmentation of diseased
MRI Images. An entropy based maximization using Parti-
cle Swarm Optimizer was used to select the threshold val-
ue for brain MRI segmentation to separate the lesions from
healthy tissue cells and a variable mask is used to de-noise
the image. A. De et al. [3, 4] used hybrid particle swarm
optimization with wavelet mutation based segmentation for
brain MRI. In these methods entropy based maximization is
used to select proper threshold values for segmentation the
images. J. Alirezaie et al. [5] used Back-Propagation neural
network and Learning Vector Quantization neural network to
segment the brain MR images. In the year 2013, S. Sindhu-
mol et al. [15] proposed an automated brain tissue classifica-
tion by multi-signal wavelet decomposition and independent
component analysis. In this method, a multi-signal wavelet
analysis is applied on input multispectral data. Signals are
reconstructed from detail coefficients were used in conjunc-
tion with original input signals to do Independent Compo-
nent Analysis (ICA). Fuzzy C-Means (FCM) clustering was
performed on generated results for segmentation. In arti-
cle [16], Grammatical Swarm based clustering algorithm is
applied on Magnetic Resonance images and mass lesion are
separated from the healthy objects in the brain.
In this work, Non-local Means (NLM) filter [8] based de-
noising method is used in order to remove noise from M-
RI first. Second, the denoised images are segmented using
clustering with Grammatical Swarm based-adaptable Parti-
cle Swarm Optimizer (GSPSO) proposed by T. Si et al. [17].
Finally, the lesion regions are extracted from the segmented
MR images. Quantitative measurement indices are used to
measure the performance of the proposed method and a com-
parative study is done with existing PSO based method [24].

C. Contributions of this paper

The contributions of this paper is summarized as following:

1. A partitional clustering technique with GSPSO algorith-
m (CGSPSO).

2. Application of CGSPSO algorithm for lesion detection
in Brain’s MRI.

3. A comparative study with PSO based method.

II. Material & Methods

The outline of the proposed method is as following:

1. MRI data acquisition

2. Denoising

3. Segmentation

4. Lesions extraction

A. MRI Data Acquisition

A set of six MRI slices of human brain of same patient have
taken for application purposes. For these experiments, Axial
T2-Weighted images generated by 1.5-T MRI imaging de-
vice are considered. The slice thickness is 5.0 mm and the
gap between two slices is 1.5 mm. Each MRI slice is having
a resolution of 256× 256.

B. Denoising

High SNR MR Images contain the Rician distributed noise
which are approximated to Gaussian distributed noise [8].
Whereas the backgrounds of the images (i.e. “no signal”
regions due to air) contain Raleigh distributed noise. The
images are de-noised using Non-Local Means (NLM) Fil-
ter. In the real world MR images, the noise level is unknown
as there is no “ground truth” available. An average level of
noise over all the data from a same scanner is estimated us-
ing the noise regions extracted from the backgrounds of MR
images by assuming that the noise level is generated by the
MRI scanner machine for a given sequence is constant. The
details of this method can be obtained from article [8].

C. Segmentation

Segmentation of brain’s MR images is done using the pro-
posed GSPSO based clustering algorithm. T. Si et al. [17]
proposed GSPSO algorithm in which the velocity update
rules of particles in PSO are evolved using GS resulting bet-
ter exploration of the search space which leads to get better
quality of solutions. GSPSO algorithm is an hybridization of
Grammatical Swarm (GS) and Particle Swarm Optimization
(PSO) algorithms.

1) GSPSO Algorithm

GSPSO algorithm runs both adaptive PSO and GS algorithm-
s in parallel. The different particles in PSO use different ve-
locity update rules evolved by GS whereas particles in GS
use same velocity update rule (i.e Eq.(1)) during all the iter-
ations. There is a one-to-one correspondence from particles
of GS to particles of PSO based on index.
Particle Swarm Optimization: Particle swarm optimization
(PSO) [18] is a population based global optimization al-
gorithm having stochastic nature. Each individual in P-
SO is called as particle and set of particles is called as
swarm. The position yi of ith particle is represented as
< yi1, yi2, yi3, ..., yiD > where D is the dimension of the
problem to be optimized by the PSO. Each particle has its
own memory to store its personal best ypbesti found so far.
The best of all personal best solution is called the global best
ygbest of the swarm. Each particle is accelerated by its veloc-
ity Vi and the velocity is updated by the following equation:

vi(t+ 1) = w × vi(t) + c1 × r1 × (ypbesti (t)− yi(t))
+ c2 × r2 × (ygbest(t)− yi(t)) (1)

and position is updated by following equation:

yi(t+ 1) = yi(t) + vi(t+ 1) (2)

In Eq. (1), w ∈ (0, 1) is the inertia weight, c1 and c2 are
the personal cognizance and social cognizance respectively.
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r1 and r2 are two uniformly distributed random number in
(0, 1).
Y. Shi and R.C Eberhart [19] introduced a linearly decreas-
ing inertia weight with time in the range (wmin, wmax) =
(0.4, 0.9). The corresponding equation is given in below:

w = wmax − (wmax − wmin)× (
t

tmax
) (3)

Grammatical Swarm: Grammatical Swarm (GS)[20] algo-
rithm is a variant of Grammatical Evolution (GE) based on
PSO and it is used to generate computer programs in any ar-
bitrary language. In Grammatical Swarm, PSO is used as
search engine in genotype-to-phenotype mapping process.
Each particle’s position represents a set of integer valued
codon in the range [0, 255]. Particle’s position represents
the genotype which is mapped to phenotype (fitness corre-
sponding derived expression). Backus-Naur Form (BNF) of
Context-Free Grammar (CFG) is used to generate the com-
puter programs from the codons. The dimension of particle
is the number of codons. An example of genotype is given in
Fig. 2.
In GSPSO algorithm, GS evolves the velocity update equa-
tions for each particle in PSO in order to increase diversity in
the population. A Dual Swarm Space is used in GSPSO. The
search space of GS is denoted as Grammatical Swarm Space
in which each particle’s position represents a genome con-
taining a number of integer codons. On the other side, anoth-
er Swarm Space denotes the problem’s search space where
particles search the solution of the given problem. Grammat-
ical Swarm Space is mapped to Swarm Space(i.e Genotype-
to-Phenotype mapping). Therefore, the number of popula-
tion in two swarm spaces are equal. The search space range
in GS is [0, 255]. And search space range of particles in other
swarm space is [ymin, ymax]. The block diagram of GSPSO
algorithm is given in Fig. 1.

Figure. 1: Block diagram of GSPSO algorithm

In the GSPSO algorithm, individuals in Grammatical Swarm
share PSO’s fitness function i.e local fitness, pbest and gbest
of PSO in solution space.
The velocity update equation for PSO in GSPSO is repre-
sented in the following form:

v(i)(t+ 1) = f(aj(t)), j = 1, 2, 3, 4 (4)

where a1 = vi(t), a2 = yi(t), a3 = ypbesti (t), a4 =

ygbesti (t). The function set is F = {+,−, ∗, /} and the ter-

minal set is T = {a1, a2, a3, a4, r} where r is random con-
stant in (0, 1).

Figure. 2: Genotype

The velocity update rules are derived from particle’s posi-
tion i.e codons in GS using the following Backus-Naur Form
(BNF) of Context-Free Grammar(CFG):

1. <expr> := (<expr><op><expr>) (0)
| <var> (1)

2. <op> := + (0) | - (1) | * (2) | / (3)
3. <var> := a1 (0)| a2 (1) | a3 (2)

| a4 (3) | r (4)
r represents a random number
in the range (0,1).
Rules number and number of corresponding choices are giv-
en in Table 1. A mapping process is used to map from

Table 1: Rules and their choices
Rule# Choice#

1 2
2 4
3 5

integer-valued codon to rule number in the derivation of ve-
locity update expression using BNF grammar by the follow-
ing ways:
rule=(codon integer value) MOD (number of choices for the
current non-terminal)
In the derivation process, if the current non-terminal is
<expr> , then, the rule number is generated by the following
way:
rule number=(180 mod 2)=0
<expr> will be replaced by (<expr><op><expr>)

<expr> :=(<expr><op><expr>)(180 mod 2)=0
:=(<var><op><expr>) ( 55 mod 2)=1
:=(a4<op><expr>) (153 mod 5)=3
:=(a4-<expr>) ( 85 mod 4)=1
:=(a4-<var>) (211 mod 2)=1
:=(a4-a2) (177 mod 2)=1

The resultant derived expression (a4 − a2) = (ygbesti (t) −
yi(t)).

2) GSPSO based Clustering

Clustering is an unsupervised learning technique widely used
in bio-medical application like MRI image analysis [21, 22].
Let X = {~x1, ~x2, ..., ~xN } is a set of input patterns, ~xi =
(xi1, xi2, ..., xij , .., xid) ∈ Rd and each xij is the attribute
of input patterns. (Hard) partitional clustering attempts to
seek a K-partition of X ,C = {C1, C2, ..., CK}(K ≤ N ) such
that

1. Ck 6= φ, k = 1, 2, ...,K

2.
⋃K

k=1 Ck = X
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3. Ck
⋂
Cl = φ,k, l = 1, 2, ...,K and k 6= l

A very popular and widely used partitional clustering algo-
rithm is K-means algorithm [23]. The objective of K-means
algorithm is to minimize the intra-cluster spread (ICS) for K
number of clusters and it is defined as following:

ICS =

K∑
k=1

∑
~xi∈Ck

‖~xi − ~mk‖2 (5)

where ~xi is the pattern in Ck cluster and ~mk is the mean of
the patterns in the same cluster. In K-means algorithm, K
cluster centroids are initialized by random selection from the
data set and each pattern ~xi in the data set is then assigned to
the closest cluster using the following equation:

k = arg min
∀k∈K

{Dik} (6)

Where Dik is the Euclidean distance between ith pattern ~xi
and kth centroid Ck and it is calculated using the following
equation:

Dik = d(~xi, ~mk) =

[
d∑

l=1

(xil −mkl)
2

] 1
2

(7)

The cluster’s centroids are updated by the mean of the asso-
ciated patterns in the cluster and the algorithm is terminated
when the maximum number of iterations reach or there
is no performance improvement during some successive
iterations. The K-means algorithm is very easy to imple-
ment but K-means often leads to converge to suboptimal
solutions because it is heavily dependent on the initial
cluster’s centroids. Clustering technique with Evolutionary
Algorithms [21, 22], Differential Evolution [25], PSO [24]
performed better than K-means algorithm. Partitional
clustering using PSO performed better than K-means
algorithm in MR image classification [24]. PSO has faster
convergence speed but it gets stuck often due to lacks in
diversity. GSPSO algorithm has superiority over PSO in
obtaining better quality of solutions. Therefore, in this
work, proposed GSPSO based clustering algorithm is used
to segment the MR images by using gray level feature values.

Now, in the context of clustering with GSPSO, each ith par-
ticle’s position yi represents a set of cluster centers Mi =
{~m1, ~m2, ..., ~mK}whereK is the number of predefined clus-
ters in the images. The dimension of particle’s position is K
because dimension of ~m is one as clustering is performed
based on gray values of image pixels. First, cluster center-
s are decoded from the particle’s position and the euclidean
distance is calculated for each pixel from all centers using the
Eq.(6). Second, each pixel is assigned to a cluster by follow-
ing the Eq.(7). Finally, the quality of clustering solution is
measured using multiple objective functions defined in next.
Multiple Objective Functions: In this work, three different
objective functions adopted from article [24] are used to per-
form better clustering of the MR images. The first objective
function f1 is the maximum within-cluster distance which is
to be minimized and it is defined by the following equation:

f1 = dmax(X, ~m) = max
∀k∈K

 ∑
∀~xi∈Ck

d(~xi, ~mk)

|Ck|

 (8)

where |Ck| is the number of pixels belong to cluster Ck.
The second objective function f2 is the minimum inter-class
distance which is to be maximized and it is given as follow-
ing:

f2 = dmin(~mi, ~mj) = min
i 6=j

i,j∈K

{d(~mi, ~mj)} (9)

The third objective function f3 is the quantization error
which is to be minimized and it is given as follows:

f3 =
1

K

K∑
k=1

∑
∀~xi∈Ck

d(~xi, ~mk)

|Ck|
(10)

Finally, all three objective functions are converted into a sin-
gle objective function (f∗) which is to be minimized and it is
defined by following equation:

f∗ = w1.f1 + w2.(xmax − f2) + w3.f3 (11)

where w1, w2, w3 are the weight values in the range (0, 1)

and
∑3

i=1 wi = 1. The second objective function f2 is con-
verted into minimization problem by subtracting it from the
maximum gray level xmax.
The objective function f∗ is minimized by GSPSO algorithm
and it is also used as fitness function of particles. Putting all
together, the CGPSO algorithm is summarized in Table 2.

Table 2: GSPSO Based Clustering Algorithm
Algorithm:CGSPSO
1. Initialize the population of PSO and GS in the range [0, 255]
2. Decode the cluster centers mk from each particle’s position yi

in PSO
3. Calculate the euclidean distance Djk of each pixel xj from all

centers mk using the Eq.(6).
4. Assign each pixel xj to a cluster k by the following the Eq.(7).
5. Calculate the fitness of particles using Eq.(11).
6. Calculate the pbest and gbest
7. While (termination criteria)
8. For each individual
9. Perform velocity and position update for GS
10. If derived expression from particle of GS is valid
11. Update the velocity using this new expression and update the

position
12. Else
13. Update the velocity with pbest expression and update the posi-

tion
11. End If
12. Do the steps 2,3 and 4
12. Calculate new fitness
13. Update pbest and gbest of PSO
14. Update pbest expression if new expression is valid and gbest

velocity updating equation in GS
15. End For
16. End

III. Experiment & Evaluation

A. Parameter Settings

The parameters of GS in GSPSO are set as following: Di-
mension of GS=100, Number of Wrapping=2, Population
Size(NP )=50, Vmax = 0.5 × (Xmax −Xmin), c1 = c2 =
2.05,(wmax, wmin) = (0.9, 0.4).
The parameters of PSO in GSPSO are set as following:
DimensionD=K, Population Size(NP )=50, vmax = 5.
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The parameters of PSO [24] are set as following:
Dimension(D)=K, Population Size(NP )=50, vmax = 5,
c1 = c2 = 1.49,w = 0.72.
In both GSPSO and PSO, w1 = w2 = 0.325, w3 = 0.35
Both GSPSO and PSO algorithms are allowed maximum
5000 function evaluations(FEs) in each run and this is the
termination criteria. Total number of separate runs for each
MR images is 30.

B. Quantitative Measurement Indices

The performance of the proposed method along with PSO
based segmentation method are measured quantitatively us-
ing Davis-Bouldin (DB) Index [26] and Dunn-Index [27].
These two indices were used by P. Maji and S.K Pal [28] to
measure the performance of brain’s MRI segmentation. The
lower value of DB-Index and higher value of Dunn-Index in-
dicate good segmentation of the MR images.

1) Davis-Bouldin (DB) Index

DB-Index [26] is a well-known cluster validity index used
to measure the performance of clustering algorithm quanti-
tatively. DB-Index is a function of the ratio of the sum of
intra-cluster scatter to inter-cluster separation. intra ith clus-
ter scatter is defined by the following equation:

Sq(~mi) =

 1

Ni

∑
~x∈Ci

|~x− ~mi|q
 1

q

(12)

Inter–cluster distance between ith and jth cluster is defined
by the following equation:

Dt
ij =

[
d∑

p=1

|mi,p −mj,p|t
] 1

t

= ‖~mi − ~mj‖t (13)

where ~mi is the centroid of ith cluster,q, t ≥ 1, q, t are inte-
ger,Ni = |Ci| is the number of elements in the ith cluster Ci.
q and t are set to 2 in this work. Ri,qt is calculated as

Ri,qt = max
j∈K
j 6=i

{
Sq(~mi) + Sq(~mj)

Dt
ij

}
(14)

Finally, DB-Index is measured by the following equation:

DB(K) = 1

K

K∑
i=1

Ri,qt (15)

2) Dunn-Index

Dunn index [27] is designed to identify sets of clusters that
are compact as well as well separated. Dunn index is defined
as following:

Dunn = min
i

{
min
i 6=j

{
d(~mi, ~mj)

maxk Sq(~mk)

}}
, 1 ≤ i, j, k ≤ K

(16)

C. PC Configuration

System: Windows 7, CPU: AMD FX -8150 Eight-Core 3.6
GHz, RAM: 16 GB, Software: Matlab 2010b

IV. Results & Analysis

The proposed method is applied on six Axial T-2 MR im-
ages. First, noises across the MR images are removed by
NLM filter based deoising method. The original images and
their denoised versions are given in Fig. 3. After that, CGSP-
SO algorithm is used to segment the denoised MR images
with cluster number=4. The segmented images obtained us-
ing both proposed method and PSO based method are given
in Fig. 4. Finally, the lesions are extracted from the segment-
ed MR images and the images contains lesioned regions are
given in Fig. 5. Separate 30 runs are carried out for both
GSPSO and PSO methods over all MR images. The per-
formances of the methods are measured using DB-Index and
Dunn-Index. Mean and standard deviation of these measure-
ments over 30 separate runs are tabulated in the Table 3 &
4.
From the visual analysis of the segmented images in Fig. 4
and their extracted lesion images in Fig. 5, it can be said
that the proposed method performs better segmentation of
the MR images than PSO based method. From the Table 3,
it is observed that the proposed method obtains lower DB-
Index values than that of PSO based method which indicates
that the proposed method performs better than PSO based
method. It is also observed from the Table 4 that the Dunn-
Index values of the proposed method are higher than that of
PSO based method which signifies again that the proposed
method performs better than PSO based method. From the
analysis of these two quantitative measurement indices over
all MR images, it is seen that the proposed method perform-
s better segmentation of the MR images resulting in better
detection of lesions in the brain’s MR images. The pro-
posed method performs better than PSO based method be-
cause GSPSO has higher exploration ability in the search s-
pace leading to CGSPSO algorithm for providing better clus-
tering solutions in terms of cluster centers of the MR images.
The extracted lesion images also contain some parts of other
objects in the brain because there are similarities in pixel in-
tensities of others objects with the lesions in the MR images.
MR images also contain the intensity inhomogeneity i.e s-
mooth intensity changes in originally homogeneous regions
for which segmentation faces difficulties.
Overall, the above experimental results with analysis demon-
strate that the proposed method performs better segmenta-
tion than PSO based method and that resulting the proposed
method in better lesions detection in multimodal MR images
of brain.

Table 3: Mean and standard deviation of DB-Index values
over 30 separate runs

MRI# GSPSO PSO
Mean Std. Dev. Mean Std. Dev.

1 0.1240 0.0132 0.1319 0.0222
2 0.1158 0.0122 0.1282 0.0276
3 0.1215 0.0137 0.1301 0.0183
4 0.1182 0.0098 0.1347 0.0238
5 0.1165 0.0112 0.1299 0.0215
6 0.1231 0.0119 0.1391 0.0258
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Table 4: Mean and standard deviation of Dunn-Index values
over 30 separate runs

MRI# GSPSO PSO
Mean Std. Dev. Mean Std. Dev.

1 13.1697 1.7836 11.5180 2.4779
2 13.5186 1.7533 11.9542 3.1449
3 13.4013 2.0040 11.9038 2.5638
4 13.5144 1.8531 11.8177 2.4392
5 14.3860 1.5185 12.2854 2.8217
6 13.1453 1.6019 11.3684 2.6149

V. Conclusions

This paper proposes a new segmentation method for lesion
detection in brain’s MRI. In this proposed method, first mul-
timodal MR images are denoised using NLM filter. Second,
MR images are segmented using a new partitional clustering
technique with GSPSO algorithm. The key feature of GSP-
SO algorithm is that different particle updates their velocities
using different velocity update rules evolved by GS algorith-
m. This characteristic of GSPSO algorithm leads to better
exploration of the search space than PSO. Finally, the lesions
are extracted from the segmented MR images. The experi-
ment results with quantitative measurement indices of seg-
mentation demonstrates that the proposed method performs
better than PSO based method. This work can be further ex-
tended with the incorporation of different distance measures
like kernel distance measure etc. in the proposed CGSPSO
algorithm. Intensity inhomogeneity across the MR images
effect the segmentation as well as lesion detection. There-
fore, the proposed method can be further improved with
intensity inhomogeneity correction before the segmentation
process of the MR images.
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Figure. 3: 1st column: Original MRI, 2nd column: denoised
MRI.
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Figure. 4: Segmented MR images, 1st column: GSPSO, 2nd

column: PSO.
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Figure. 5: Extracted lesions,1st column: GSPSO, 2nd col-
umn: PSO.


