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Abstract: Text summarization aims at producing quick and 

concise summary from a document and is considered central to 

Information Retrieval (IR) systems. In this paper, we have 

presented a sentence ranking based method for Kannada 

language text summarization. Each word in a Kannada 

document is assigned a weight and the weight of the sentence is 

computed as the sum of weights of all words present in the 

sentence. We have chosen the first ‘m’ sentences by arranging 

them in the descending order of their weights. The data used for 

testing is devised from the documents available in Kannada web 

portal called Kannada webdunia.  

 

In this methodology, keywords are extracted from Kannada 

language documents by combining the feature extraction 

techniques, namely, TF (Term Frequency) and Inverse 

Document Frequency (IDF). The stop words are removed by 

using a technique developed which finds structurally similar 

words in a document. The methodology is compared with the key 

word extraction based summarization [18]. The results are 

satisfactory.  

 

Keywords: Summary, Keywords, GSS coefficient, TF, IDF,   

Ranking, Word weight, Sentence. 

I. Introduction 

The vast amount of information available online makes the 

need for finding useful information in an efficient and 

effective way, more obvious. The growing demand for better 

Information Retrieval (IR) techniques has given rise to lot of 

research work. There is also a demanding need to make 

effective use of data available in native languages. Information 

Retrieval [IR] is therefore becoming an important need in the 

Indian context. India is a multilingual country; any new 

method developed in IR in this context needs to address 

multilingual documents. There are around 50 million Kannada 

speakers and more than 10000 articles in Kannada Wikipedia. 

This warrants us to develop tools that can be used to explore 

digital information presented in Kannada and other native 

languages. A very important task in Natural Language 

Processing is Text Summarization. Inderjeet Mani [14] 

provides the following succinct definition for summarization: 

take an information source, extract content from it, and 

present the most important content to the user in a condensed 

form and in a manner sensitive to the user’s application 

needs. There are two main techniques for Text Document 

Summarization: extractive summary and abstractive summary. 

While extractive summary copies information that is very 

important to the summary, abstractive summary does require 

Natural Language generation techniques, which condense the 

information in   a way similar to human summarization. 

Summarization is a non deterministic problem, different 

people would chose different sentences and even the same 

person may chose different sentences at different times, 

showing differences between summaries created by humans. 

Also, semantic equivalence is another problem to be 

addressed, because two sentences can give the same meaning 

with different wordings. 

 

Summarization is a difficult concept because we have to 

capture the contents of the document as a whole, and also 

capture its important content in a concise way. We have to 

reduce the content of the document by selection or through 

generalization. Again there could be two variations; text 

extraction and fact extraction. In this work, we have developed 

methodologies to provide summaries based on text extraction. 

 

There has been an extensive literature about summarization 

techniques. Marina Litvak et al (2008), have proposed 

’Graph-Based Keyword Extraction for Single-Document 

summarization’. This is an interesting approach suggested 

wherein they introduce two approaches: Supervised and 

unsupervised for the cross-lingual keyword-extraction. This 

key word extraction is to be used as a first step in extractive 

summarization of text documents. 

 

Gabor Berend et al (2010) have developed a frame work that 

treats the reproduction of reader assigned keywords as a 

supervised learning task, In SZETERGAK system, a restricted 

set of token sequences was used as classification instances. 
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 Another approach by Mari-Sanna Paukkeri et al (2010), 

selects words and phrases that best describe the meaning of the 

documents by comparing ranks of frequencies in the 

documents to the corpus considered as reference corpus.  

II. Literature Survey 

A work on key phrase extraction by Letian Wang and Fang Li, 

(2010) has shown that key phrase extraction can be achieved 

using chunk based method. Keywords of document are used to 

select key phrases from candidates.  

 

Another method proposed by You Ouyang et al.(2010) 

extracted the most essential words and then expanded the 

identified core words as the target key phrases by word 

expansion approach. A novel approach to key phrase 

extraction proposed by them consists of two stages: 

identifying core words and expanding core words to key 

phrases.  

 

The work of automatically producing key phrases for each 

scientific paper by Su Nam Kim et al (2010) has compiled a set 

of 284 scientific articles with key phrases carefully chosen by 

both their authors and readers, the task was to automatically 

produce key phrases for each paper. 

 

Fumiyo Fukumoto et.al (2010) presents a method for detecting 

key sentences from the documents that discuss the same event. 

To eliminate redundancy, they use spectral clustering and 

classified each sentence into groups each of which consists of 

semantically related sentences. 

 

 The work of Michael.J. Paul et.al (2010) uses an unsupervised 

probabilistic approach to model and extract multiple 

viewpoints in text. The authors also use Lex rank, a novel 

random walk formulating to score sentences and pairs of 

sentences from opposite view points based on both 

representativeness of the collections as well as their contrast 

with each other. 

 

 The word position information proves to play a significant 

role in document summarization. The work of You Ouyang et 

al (2010) illustrates the use of word position information. The 

idea comes from assigning different importance to multiple 

words in a single document.  

 

Cross Language document summary is another upcoming 

trend that is growing in Natural Language Processing area, 

wherein the input document is in one language, the 

summarizer produces summary in another language. There 

was a proposal by Xiaojun Wan et al (2010) to consider the 

translation from English to Chinese. First the translation 

quality of each English sentence in the document set is 

predicted with the SVM regression method and then the 

quality score of each sentence is incorporated into the 

summarization process; finally English sentences with high 

translation scores are translated to form the Chinese summary.  

 

There have been techniques which use A* algorithm to find the 

best extractive summary up to given length, which is both 

optimal and efficient to run. Search is typically performed 

using greedy technique which selects each sentence in the 

decreasing order of model score until the desired length 

summary is reached which is mentioned in the work of Ahmet 

Aker Trevor Cohn (2010). 

 

Vishal Gupta et al (2012) , have worked on Automatic Punjabi 

Text Extractive Summarization system.  The system 

developed retains sentences based on statistical and linguistic 

features. 

 

The work of Zhiyuan Liu et al (2010) demonstrates two 

approaches to document summarization, supervised and 

unsupervised methods. In supervised approach, a model is 

trained to determine if a candidate phrase is a key phrase. In 

unsupervised method graph based methods are state-of-the art. 

These methods first build a word graph according to word co 

occurrences within the document and then use random walk 

techniques to measure the importance of a word. 

 

According to Haiqin Zhang et al (2010), summaries based on 

user preferences are quite useful. A good summary should 

change according to the interests and preferences of the user. 

For a given document, they first extract user annotations and 

their contexts and construct a new keyword set together with 

the original keyword of the text. Then they weigh sentences 

according to keywords and produce summaries. 

 
A novel Integer Linear Programming (ILP) formulation is 

used to generate summaries taking into consideration content 

coherence, sequence of sentences etc to get a better summary 

which was stated by Hitoshi Nishikawa et al (2010).Size 

limitation becomes a bottleneck for content coherence which 

creates interest in improving sentence limited summarization 

techniques. 

 

The first appearance of the word is important and the 

importance decreases with the ordinal positions of 

appearances. The notion here is that the first sentence or a 

word in a paragraph is very important which may not be true, 

because it depends on the writing style, some may prefer to 

give background first and then keep conclusive sentences at 

the end .This was proved by You Ouyang et al (2010). 

 

As was mentioned in the Literature, there is a need to improve 

Sentence limited summarization. Hence, in this work we have 

developed a sentence limited summarizer based on sentence 

ranking.  
 

The algorithm uses sentences as the compression basis. We 

generate summaries for documents collected from a Kannada 

portal (http://www.kannadawebdunia.com) using sentence 

ranking approach, where in we assign weights to the words in a 

sentence for a given document after removal of stop words and 

calculate the score of the sentence (ranking), which is nothing 

but the summation of all weights of words contained in a 

sentence. If the score of a sentence S1 is greater than the score 

of sentence S2, then choose S1.The process is repeated for all 

sentences in a given document, the sentence limit is 10 in this 

work. The work carried out by Jayashree.R et al (2011)  ‘  Text 

Document Summarization in the Kannada Language using 

Key word Extraction ‘ focus on summarization based on key 

word weights where in key words in a given sentence are 

assigned weights using  GSS feature extraction method. The 

Jayashree et al.140



                                                                                                                                                              
 

results of the work are used here for comparison with our 

current approach. 

 
The rest of the paper is organized as follows:  section –II 

describes the methodology, section –III highlights Results and 

Discussion and finally section-IV is about the conclusion of 

this work. 

III. Methodology 

The sample document presented below is an input document to 

the summarizer developed by us. 

 

 Fig2.1.A sample document input to the summarizer pertaining 

to Entertainment: 

 

ಕರಾವಳಿಯ ಕುವರಿ, ಬಾಲಿವುಡ್ ನಟಿ, ಮಾಜಿ ವಿಶ್ವಸುುಂದರಿ, ಬಚ್ಚನ್ 

ಸೆೊಸೆ ಐಶ್ವರ್ಾಾ ರೆೈ ಮದುವೆರ್ಾದ ಮೇಲೆ ಖಾಸಗಿ ಜಿೇವನದಲಿಿ 

ಬಚ್ಚನ್ ರ ಮುದ್ದಿನ ಸೆೊಸೆರ್ಾಗಿ, ಅಭಿಷೆೇಕ ನ ಪ್ರೇತಿಯ 

ಹೆುಂಡತಿರ್ಾಗಿ ತನನ ವೃತಿಿ ಬದುಕನೊನ ಅಷೆಟೇ ವಾಾವಹಾರಿಕವಾಗಿ 

ಪಕವತೆಯುಂದ ಮುುಂದುವರಿಸಿಕೆೊುಂಡು ಹೆೊೇಗುತಿಿರುವ ಗಟಿಟಗಿತಿಿ  . ುಂಂ 

ಐಶ್ವರ್ಾಾ ರೆೈ ನವಾನವಾಗಿ ತಾನೇವರೆೈೆ ಸಾ ಹಾಶ್ದ 

ಪ್ಾರಜೆಕುಟಗಳನ್ೆನಲ್ಿ ಮುಗಿಸಿ ಅಮಮನ್ಾಗಿಬಿಡುವ ಬಯಕೆಯದೆ  . ದರೊ 

 ಕೆ ಗವರೆೈೆ ಸಾ ಹಾಶ್ದ ಪ್ಾರಜೆಕುಟ ಮುಗಿಯಬೆೇಕೆುಂದರೆ  ನೊನ 

ಒುಂದೆರಡು ವರ್ಾವಾಗಬೆೇಕು  .ಅರ್ುಟ ಬುಾಸಿ  ಗಕೆ. 

 ುಂತಿಪಪ ಐಶ ಳ ಬಾಲ್ಾದ ದ್ದನಗಳು ಹೆೇಗಿದಿವು ೈೆೊತಾಿ  . ೆೇಲ್  ಲಾಿ 

ಮಧ್ಾಮ ವಗಾದ  ಮಕಕಳುಂತೆಯೇ  ! ಕೆ ುದುತಿಿದಿ , ಟಿವಿ ನ್ೆೊೇಡುತಿಿದಿ 

ದ್ದನಗಳನುನ  ಕೆಯ ಬಾಯಯುಂದಲೆೇ ಕೆೇಳಿದರೆ ಚೆನನ.  

''ಅಪಪ ಹೆಚಾಚಗಿ ನ್ೌಕೆಯಲೆಿೇ  ರುತಿಿದಿರು ಬಹುತೆೇಕ ಬಾಲ್ಾದ ದ್ದನಗಳು 

ಅಮಮ ಹಾಗೊ ನನನ ಅಣ್ಣನ ಜೆೊತೆೈೆ ಕಳೆದುಹೆೊೇಯತು .

ಸಣ್ಣವಳಿದಾಿಗಲೆೇ ನ್ಾನು ಕನಸುೈಾತಿಾ.  ನನನದೆೇ ಕನಸುಗಳ 

ಲೆೊೇಕದಲಿಿ ನ್ಾನರುತಿಿದೆಿ  .ಸವಲ್ಪ ಸೊಳವ ಸವಭಾವದವಳಾದ ನ್ಾನು  

ರ್ಾವಾಗಲ್ು ನನನದೆೇ ವಯಸಿಿನವರ ಜೆೊತೆಗಿರುತಿಿದುಿದು ಕಡಿಮ .

ಮಾವ, ಅತೆಿಯ ಮಕಕಳ ೆುಂದ್ದೈೆ ಬೆರೆಯುವುದಶ್ಕುಂತ ಹೆಚ್ುಚ ಮಾವ 

ಅತೆಿಯವರೆೊುಂದ್ದೈೆೇ ಬೆರೆಯುತಿಿದೆಿ. ನನನ ಅಪಪ ಅಮಮ ರ್ಾವತೊಿ 

ನನನನುನ ಮುಕಿವಾಗಿ ಅಭಿಪ್ಾರಯ ಹುಂಚಿಕೆೊಳಳಲ್ು ಪ್ೆರೇರೆೇಪ್ಸುತಿಿದರಿು.'' 
 

We have extracted documents from four different categories: 

Literature, Sports, Entertainment, and religion. The 

methodology adopted by us can be best described by using 

four major steps, which is shown using schematic block 

diagram shown below. 

 

 

 

 
 

Fig 2.2 diagram  

The first step is creating a corpus from the data extracted from 

the portal. Wget , a Unix utility tool was used to crawl the data 

available on http://kannada.webdunia.com. Data was 

pre-categorized on this web site.  

 

The second step is Indexing. Python was the language of 

choice. The Indexing part consisted of removing HTML Mark 

up, English words need not be indexed for our work. Beautiful 

Soup is a python HTML/XML parser which makes it very easy 

to scrape a screen. It is very tolerant with bad markup. We use 

Beautiful Soup to build a string out of the text on the page by 

recursively traversing the parse tree returned by Beautiful 

Soup. All HTML and XML entities (&#3205; : ಅ , &lt; : < ) 

are then converted to their character equivalents. Normal 

indexing operations involve extracting words by splitting the 

document at non-alphanumeric characters, however this would 

not serve our purpose because dependent vowels (ಾಾ, ಾೊ 

etc.) are treated as non-alphanumeric, so splitting at 

non-alphanumeric characters would not have worked for 

tokenization. Hence a separate module was written for 

removing punctuations. Documents in four categories were 

fetched: sports, religion, astrology and entertainment. 

 

        The third step is to calculate GSS coefficients and the 

Inverse Document Frequency (IDF) scores for every word (in 

a given category in the latter case). Every word in a given 

document has a Term Frequency (TF), which gives the number 

of occurrence of a term in a given document; Term Frequency 

and Inverse document Frequency are defined by the following 

formulae:  

 

TF= frequency of a term in a document  

       _________________________ 

       Number of terms in a given document……. (1) 

 

 IDF= Log 10 ( N / n )……………………………… (2) 

 

 Where ‘N’ is the total number of documents indexed across 

all categories and ‘n’ is the number of documents containing a 

particular term. Hence TF and IDF are category independent. 

Also GSS coefficients which evaluate the importance of a 

particular term to a particular category are calculated. GSS 

(Galavotti – Sebastiani - Simi) co-efficient [13] is a feature 

selection technique which is used as the relevance measure in 

our case. 

 

 Given a word ‘w’ and category ‘c’ it is defined as: 

 

 f ( w , c ) = p( w , c ) * p( w' , c' ) - p( w ', c ) * p( w , c' ) 

……………………………………………………….(3) 

 

 Where,   p (w, c) is the probability that a document contains 

word ‘w’ and belongs to category ‘c’. 

 p (w' , c') is the probability that a document does not contain 

word ‘w’ and does not belong to  category ‘c’. 

 p (w' , c) is the probability that a document does not contain 

word ‘w’  and belongs to category ‘c’. 

 p (w , c') is the probability that a document contains word  ‘w’ 

and does not belong to category ‘c’.  
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GSS coefficients give us words which are most relevant to the 

category to which the documents belong.  IDF gives us words 

which are of importance to the given documents 

independently. Hence using these two parameters which 

determine relevant parts of the document provides us a 

wholesome summary. 

 

 The fourth step is summarization: Given a document and a 

limit on the number of sentences, the algorithm has to provide 

a meaningful summary. The algorithm calculates the GSS 

coefficients and IDF of all the words in the given document, if 

the document is present in our database, GSS coefficients and 

IDF values are already calculated offline. These values are 

then multiplied by the TF of the individual words to determine 

their overall importance in the document. Instead finding out 

how many key words a sentence contains, the algorithm 

considers all words in a sentence.Each word is assigned 

weight; the word weight formula is given by,  

Word weight = term frequency * inverse document 

frequency+ GSS * term frequency…………………………(4)  
 

Hence the weight of a sentence is the sum of weights of all 

words. Then we choose top scoring ‘m’ sentences, i.e. if the 

score of sentence S1 is greater than the score of S2, we choose 

S1.Then top ‘m’ sentences are extracted from the given 

document by retrieving Kannada sentences ending with full 

stops. Due care is taken to see that full stops which do not mark 

the end of a sentence are not considered as split points. Each of 

these sentences is then evaluated for the number of keywords it 

contains from the list as follows:  

 

 

Rank of sentence = sum of values of words in the sentence 

                               ______________________________ 

                              Total number of words in a sentence 

                                    ……………………………… (5)            

 

  The algorithm was tested on one document each belonging to 

Sports, Entertainment, Religion and Literature category. The 

GSS coefficients and IDF list obtained are as below with value 

n=20:  

 

GSS co-efficient list for category sports: 

 

ಐಪ್ ಲ್,  ಧ್ಾತೆ, ನನನ,  ಡುವುದು, ದೆೇಶ್ಕಾಕಗಿ, ಶ್ರಕೆಲ್, 

ಉತಿಪಪ, ಸುದ್ದಿಗಳಿೈೆ, ಲಿೇಗ್, ಪರತಿನಧಿದೆೇಸುವುದೆೇ, ಪ್ರೇಮಿಯರ್, 

ನರ್ಾಾಯಕ, ತುಂಡದಲಿಿ,  ುಂಡಿಯನ, ವಿಶ್ವಕಪ್, ಏಕದ್ದನ, 

ಕನ್ಾಾಟಕ, ಭಾರತ, ನಲಿಿ, ಸುಂಭವನೇಯರ 

 

IDF List for category sports: 

ಶ್ರಕೆಲ್, ವಿಶ್ವಕಪ್, ನಲಿಿ, ಮತಿರ್ುಟ , ಮೊದಲ್, ಭಾರತ, ಶ್ರೇಡಾ, 

ಜಗತುಿ , ಲೆೇಖನಗಳು, ಶ್ರಕೆಟಿಗರು , ಏಕದ್ದನ, ಅುಂಶ್,ಅುಂಶ್,  

ಟಿಕರ್, ಶೆ ೇಧಿಸು, ಸಹ,  ದನುನ, ಮುಖಾ,ಪುಟ, 

   

 

GSS Coefficient List for category entertainment: 

ಗ, ಲೆೇಖನ, ವೆಬ್,  ಕವನ , ಬಾಿಗ್ , ವಿವಿಧ್ , ಸಾಾತಾ , 
ವಾರದ,  ದುನರ್ಾ, ಅವರು, ನಮಮ, ಮತುಿ,  oದು, ಕ ೆಗಳು , 
ಖಾಾತ, ಪುಟ, ಸಾಾತಿಗಳು, ಅವರ, ನ್ಾವು ,  oದು 
 

IDF List for category entertainment: 

ಕೃರ್ಣ , ಪ್ಚ್ಚರ್ , ವೆಬ್ , ಬಾಿಗ್ , ವಾರದ , ದುನರ್ಾ ,  ಲಿಿ , , 
ಸಿನಮಾ , ಅವರು , ಗ , ವಿಕಾಸ , ಮಚ್ುಚ , ಕೌರಯಾ , ಭೊಗತ , 
ಪತರಕತಾ, ಬಾಿಗಿನ , ಕಾಣ್ುತಿಿದಿ ,  ತಿಿ ,ಬಾಿಗು 
 

GSS Coefficient List for category Religion: 

ಧ್ಮಾ, ಗುರು, ಧ್ಮಾದ, ಕುರಿತು, ಉತಿವಗಳು, ಮುಖಾ, ಪುಟ, ತಮಮ, 
ಸಿಖ್, ಮತಿರ್ುಟ, ಗುರುಗಳು, ದಶ್,  ುಂದು, ಕೃರ್ಣ, ಕಕರ್, ತಿೇಂಾಕ್ೆೇತರಗಳು, 
ನ್ಾನಕ, ವಾಣಿ, ಪುಂಚ್, ದಾಸ್ 

IDF Coefficient List for category entertainment: 

ಗುರು, ಹರ್, ಸಿಖ್, ತಮಮ, ತೆೇಗ್, ಬಹದೊಿರ್, ಾುಂದೊಗಳ, 

ದಾಸ್, ಗುರುಗಳು, ದಶ್, ಧ್ಮಾ, ಅನುಭವಿಸಿದರು, 
ಹೆೇಳಿಕೆಯುಂದ, ಶಿಕ್ೆಯನುನ, ಒುಂಬತಿನ್ೆೇ, ಹುಟುಟಹಾಶ್ದರು, 
ಕುಂಕಣ್ಬದಿರಾಗಿದಿರು, ಪಟಟಣ್ವನುನ,  ನುಂದಪುರ್,  

IV. Noise Removal 

     Another objective of this work was to look at 

dimensionality reduction techniques and their application for 

Kannada language documents. A document is more often seen 

as vector of features, there is an unrealistic requirement to the 

classifier in terms of time required for classifying this large 

feature vector. One way of reducing dimensionality is to 

ensure that words which are considered as noise (high 

frequency) should not be evaluated as keywords. To remove 

stop words we implemented an algorithm, which takes as 

input, a stop word which is entered manually and finds 

structurally similar words and adds these words to the stop 

word list. 

 

    Some of the words in our primary list of stop words, which 

are created and maintained manually, are: 

 

ನನನ, ನನನ,  ದು, ಅದು, ರ್ಾಕೆ, ಹೆೇೈೆ,  ದರೆ, ಮತುಿ, 
ಹೆೊೇಗು,  ನೇನು, ನೇವು ,  ತುಿ , ಮಾಡು , ಗ ,   , ಅಲಿಿ,  ಲಿಿ, 
ಹಾಗೊ,  ೦ಬ, ಅಂವಾ ,ನಲಿಿ ,  ಲ್ಿ , ಬಾ , ಏನು,  ಗದೆ , 
ತಾನು ,  ವರಿೈೆ , ಅುಂದರೆ , ಗಗ , ಅುಂಂ 
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Algorithm for finding structurally similar words: 

 

The following are simpler steps of the algorithm: Consider the 

word, ' ರ್ಾಕೆ' (Why) 

When split into individual Unicode characters, it becomes: 

(U+0CAF) + (U+0CBE) + (U+0C95) + (U+0CC6). The 

vowel sound at the end is not considered as an alphanumeric 

character. So our similarity module does the following in 

order: 

 

 1. Fuzzy search for words which contain the unmodified word 

at the beginning, for example, the word , ‘ರ್ಾಕೆ’ (why) .  

 

2. Strip all the non-alphanumeric characters at the end of the 

word and then fuzzy search for words which contain the 

modified word at the beginning, that is the word, ‘ರ್ಾಕೆ’ gets 

modified to ‘ರ್ಾಕ ‘(English equivalent of ‘why’). 

A sample of stop words that were obtained by our algorithm 

for the word 'ರ್ಾಕೆ’ is shown below: 

 

ರ್ಾಕೆುಂದರೆ, ರ್ಾಕೆೊೇ, ರ್ಾಶ್ರ್ುಟ, ರ್ಾಕಟ,ರ್ಾಕಾಗಬಾರದು , 
ರ್ಾಕೊಬ್  etc. 

For the personal pronoun ‘ಬರಿ ‘(write), some of the words 

that were obtained  using the algorithm for finding structurally 

similar words are given below: 

 

ಬರಿಸುವ, ಬರಿಯ, ಬರಿದೆ, ಬರಿೈಾಲ್ಲೆಿೇ, ಬರಿಗಣಿಣೈೆ, 
ಬರಿದಾಗಿದ, ಬರಿಸಿಕೆೊಳಿಳ, ಬರಿಸುವುದ್ದಲ್ಿ, ಬರೆಯಲ್ು, 
ಬರಹದ ಬರಿೈೆೈಲಿ, ಬರಿೈಾಲಿನಲಿಿ, ಬರಿೈಾಲ್ಲಿಿ, 
ಬರಿೈೆೈಯಲಿಿ, , ಬರೆದ್ದರುವ, ಬರುವೆನು, ಬರಬಹುದು, 
ಬರೆಯುವುದ್ದಲ್ಿ, ಬರೆದ್ದದ,ಿ ಬರೆಯರಿ, ಬರಲೆೇ, ಬರುವರು, 
ಬರಹೈಾರರಿೈಾಗಿ, ಬರುತಿೇರ, ಬರೆಯಲಾರರು, 
ಬರೆದುಕೆೊುಂಡ, ಬರೆಯಬಲ್ಿರು, ಬತಿಾಲ್ವಲ್ಿ etc. 
 

As evident, though some words have semantic relationship to 

the primary stop word, a lot of such words have no such 

relationship and further work needs to be done to find methods 

which will prevent such words from being penalized as stop 

words. Starting with a list of basic stop words, this program 

can be used to find structurally similar words and semantically 

unrelated words can be manually removed from the stop word 

list. 

 

The main purpose of classification in our work is to make 

efficient use of feature selection techniques such as GSS 

co-efficient for summarizing documents. The same feature 

selection techniques can be used to train classifiers thereby 

improving the efficiency of classifiers.  

 

When an unclassified document is given as input, the stop 

word removal method described above is applied. It is then 

submitted to the classifier which generates relevance scores 

depending on the number of GSS co-efficient keywords the 

particular document contains. Such a method will ensure that 

the classifier does not train itself on and is not misguided by 

frequently occurring but non-relevant terms to a category. 

Once a document is classified, the procedure outlined above 

can be followed. 

V. Results and Discussions 

Results below show the comparison of three summaries; 

summary using word weight age [17], summary using sentence 

ranking (current approach) and human summary. Human 

summary refers to the manual summary obtained by native 

language speakers. We requested 9 such native language 

speakers to generate summaries for the documents pertaining 

to the Literature, Entertainment, Sports and Religion 

categories. The documents were chosen randomly from the 

database. We compared human summary with machine 

summary using word weight age approach (which is Machine 

summary1 Vs Human summary), Machine summary using 

sentence ranking approach with human summary which is 

(Machine summary2 Vs human summary) and finally, two 

Machine summaries (which are Machine summary 1 Vs 

Machine summary2).  

 

We chose 7 random files in the following categories: Religion, 

Entertainment, Sports and Astrology.  

 

The Screen shot of the summary generated for a document in 

Astrology is shown below: 

 

 
 

The summary generated is based on the limit given by the user, 

as it is sentence limited summarizer. The point to be noted is 

that, extractive summary may not be as effective as abstractive 

summary. We also want to highlight that paraphrasing and 

rephrasing may be difficult to achieve. The results mentioned 

below illustrate that. 

 

The summary generated by machine, both by using sentence 

ranking and keyword extraction based method is compared 

with expert summary (human) .The tables below show the 

number of common sentences between machine summary and 

human summary. For example, if the number of common 

sentences is 2 between machine summary and human summary 

for a sentence limit of 10, then 2/10 gives a score of 0.2 

 

Initially, 7 documents pertaining to different categories are 

considered, the results are shown below. 
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Fig 1.1 Graph showing Machine Sumary1 Vs Human 

Summary (Sports) 

 

 
 

Fig 1.2 Graph showing Machine Sumary2 Vs Human 

Summary (Sports) 

 

 
 

 

Fig 1.3 Graph of Machine Summary1 Vs Machine Summary2 

(Sports) 

 

 
 

Fig 1.4 Graph of Machine Summary1 Vs Human Summary 

(Entertainment) 

 

 

 
 

Fig 1.5 Graph of Machine Summary1 Vs Machine Summary2 

(Entertainment) 

 

 

 
 

Fig 1.6 Comparison of Machine Summary1 VS Human 

summary (Religion) 
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Fig 1.7 Comparison of Machine Summary2 VS Human 

summary (Religion)  

 

 

 
 

 

Fig 1.8 Comparison of Machine Summary1 Vs Machine 

summary2 (Religion) 

 

 
 

 

Fig 1.9 Comparison of Human Vs Machine summary 1 

(Literature) 

 

 
 

Fig 1.10 Comparison of Human (Expert1) Vs Machine 

summary2 (Literature) 

 

 

 
 

 

Fig 1.11 Comparison of Machinesummary1Vs Machine 

summary2 (Literature) 

 

The results mentioned below are obtained by comparing 

machine generated summaries with that of the human (called 

as experts, native language speakers). summaries  

 

 
 

Fig 1.12 comparison of Human summary (Expert1) Vs 

Machine summary1 (Literature) 
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Fig1.13 comparison of Human (Expert1) summary Vs 

Machine summary1 (Entertainment) 

 

 

 
 

Fig1.14 comparison of Human (expert1) summary Vs 

Machine summary1 (Sports) 

 

 

 
 

 

Fig 1.15 comparison of Human (expert1) summary Vs 

Machine summary1 (Religion) 

 

 

 

 
 

 

 

Fig 1.16 comparison of Human (expert2) summary Vs 

Machine summary2 (Literature) 

 

 
 

Fig 1.17 comparison of Human (expert2) summary Vs 

Machine summary2 (Entertainment) 

 

 

 
 

Fig 1.18 comparison of Human (expert2) summary Vs 

Machine summary2 (Sports) 
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Fig 1.19 comparison of Human (expert2) summary Vs 

Machine summary2 (Religion) 

 

 

 
 

Fig 1.20 comparison of Human (expert3) summary Vs 

Machine summary1 (Literature) 

 

 
 

 

Fig 1.21 comparison of Human (expert3) summary Vs 

Machine summary1 (Entertainment) 

 

 
 

Fig 1.22 comparison of Human (expert3) summary Vs 

Machine summary1 (Sports) 

 

 
 

 

Fig 1.23 comparison of Human (expert3) summary Vs 

Machine summary1 (Religion) 

 

 

 
 

Fig 1.24 comparison of Human (expert4) summary Vs 

Machine summary2 (Literature) 
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Fig 1.25 comparison of Human (expert4) summary Vs 

Machine summary2 (Entertainment) 

 

 
 

 

Fig 1.26 comparison of Human (expert4) summary Vs 

Machine summary2 (Sports) 

 

 
 

Fig 1.27 comparison of Human (expert4) summary Vs 

Machine summary2 (Religion) 

 

 
 

 

Fig 1.28 comparison of Human (expert5) summary Vs 

Machine summary1 (Literature) 

 

 

 
 

Fig 1.29 comparison of Human (expert5) summary Vs 

Machine summary1 (Entertainment) 

 

 

 
 

Fig 1.30 comparison of Human (expert5) summary Vs 

Machine summary1 (Sports) 
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Fig 1.31 comparison of Human (expert5) summary Vs 

Machine summary1 (Religion) 

 

 

 
 

Fig 1.32 comparison of Human (expert6) summary Vs 

Machine summary2 (Literature) 

 

 

 

 
 

Fig 1.33 comparison of Human (expert6) summary Vs 

Machine summary2 (Entertainment) 

 

 
 

Fig 1.34 comparison of Human (expert6) summary Vs 

Machine summary2 (Sports) 

 

 

 
 

 

Fig 1.35 comparison of Human (expert6) summary Vs 

Machine summary2 (Religion) 

 

 
 

Fig 1.36 comparison of Machine Summary1 Vs Machine 

summary2 (Literature) 
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Fig 1.37 comparison of Machine summary1 Vs Machine 

summary2 (Entertainment) 

 

 
 

 

 

Fig 1.38 comparison of Machine Summary1 Vs 

Machine summary2 (Sports) 

 

 
 

Fig 1.39 comparison of Machine Summary1 Vs Machine 

summary2 (Religion) 

 

 
 

Fig 1.40 comparison of Human summary (expert7) Vs 

Machine summary1 (Literature) 

 

 

 
 

Fig 1.41 comparison of Human (expert7) summary Vs 

Machine summary1 (Entertainment) 

 

 

 
 

Fig 1.42 comparison of Human(expert7) summary Vs 

Machine summary1 (Sports) 
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Fig 1.43 comparison of Human (expert7) summary Vs 

Machine summary1 (Religion) 

 

 
 

 

Fig 1.44 comparison of Human (expert8) summary Vs 

Machine summary2 (Literature) 

 

 
 

Fig 1.45 comparison of Human (expert8) summary Vs 

Machine summary2 (Entertainment) 

 

 

 

 

 
 

Fig 1.46 comparison of Human (expert8) summary Vs 

Machine summary2 (Sports) 

 

 

 
 

Fig 1.47 comparison of Human (expert8) summary Vs 

Machine summary2 (Religion) 

 

 

 

 
 

 

Fig 1.48 comparison of Machine Summary1 Vs Machine 

summary2 (Literature) 
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Fig 1.49 comparison of Machine Summary1 Vs Machine 

summary2 (Entertainment) 

 

 

 
 

 

Fig 1.50 comparison of Machine Summary1 Vs Machine 

summary2 (Sports) 

 

 

 
 

 

Fig 1.51 comparison of Machine Summary1 Vs Machine 

summary2 (Religion) 

 

The results show a clear indication of the fact that human 

summaries are far more realistic to be achieved. The 

comparison between two machine generated summaries 

indicates that both approaches are very similar. But human 

summaries do not have commonality to machine generated 

summaries. Machine generated summaries given here lack 

coherence as the summarization is sentence limited, which 

could be addressed in future work. 

Conclusion 

The results though not promising, indicate the fact that, 

summarization can be very effective if the algorithm can 

incorporate techniques for achieving coherence. Human 

summaries are far more effective if knowledge about the 

document being summarized is known in advance. It is evident 

that human created summary is far superior than the machine 

generated summary. We can further explore the possibility of 

introducing better techniques which can match machine 

summary on par with human summary. Our future work is 

application of Artificial Neural Network concepts to check if 

summaries generated by neural networks are superior to the 

method discussed here.  
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