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Abstract: Providing Recommendations to a Group of users 

rather than individuals is an emerging research field. Group 

Recommenders can predict the interest level of a user by 

aggregating rating preferences of group members. The New 

User Problem is inherited by Group Recommender Systems, 

because there is relatively little information about his rating 

preferences. In this paper, a modified Online Cold 

Recommendation Generator (OCRG) is proposed to find group 

recommendations for new users. 

Group of similar users is generated based on positive and 

negative user preferences. Here, OCRG is extended to identify 

similar user groups based on demographic attributes of the new 

user. The proposed modified OCRG aggregates the positive and 

negative ratings of group members using Item Entropy and Item 

Popularity, to find attraction, repulsion and balanced inclination 

of new user towards existing items within the group. The 

experimental results on Movie Lens dataset show significant 

improvements in overcoming new user problem in group 

recommender systems using Balanced Inclination aggregation 

strategy rather than average aggregation strategy.  

 
Keywords: Group Recommendation, Demographic Filtering, New 

User Problem, Weighted Item Entropy, Item Popularity, Positive and 
Negative Ratings.  

 

I. Introduction 

When the information goes beyond the processing capacity of 

a web surfer, it leads to stress and loss of time. This state of 

frustration is commonly termed as information overload 

problem which affects decision making capacity of a web 

surfer. Recommender systems [1] have been developed as an 

effective solution to this problem. “Recommender systems are 
personalization tools that attempt to provide information 

which is tailored to individuals based on knowledge about 

their preferences.” These systems help users to make quality 

decisions and in turn find the items they would like to favor 

the most. Examples of such applications include 

recommending books, CDs, movies, news articles, etc. to 

users in many e-commerce websites.  

Among many alternatives, the Collaborative 
Recommender Systems [2, 3] are generally accepted to be one 

of the most successful recommendation techniques. The basic 

idea of Collaborative Filtering algorithms is to recommend 

items that users with similar preferences (rating patterns) have 

liked in the past. Such users are usually referred as Similar 

Taste Users (STUs).  A key advantage of such systems is that 

it does not rely on content of items and therefore it is capable 

of accurately recommending complex items such as movies 

without requiring an "understanding" of the item itself. In this 

paper, two issues related to collaborative filtering are 

discussed as follows. 

 Firstly, the Collaborative Recommender Systems 
suffer from New User problem, which describes the situation 

in which a new user has to provide a sufficient number of 

ratings so that the recommendation algorithm is able to make 

reliable and accurate recommendations.  

Secondly, the items recommended by the 

collaborative filtering are often or mostly used by the groups 

rather than by individuals, for example recommending a 

movie or a television show to a new user who may watch the 

recommended movie with family or with work colleagues, or 

friends.  

Pure collaborative filtering cannot help in inferring 
inclination (attraction and repulsion both) of a new user 

towards existing items. This is because no rating information 

is available to form any basis for user taste. Thus, the system 

must acquire some information about the new user in order to 

make personalized predictions. Demographic attributes of a 

user are not related to his/her ratings of various items. Each 

user‟s demographic information (such as age, gender, 

occupation) can be used to initialize the recommendation 

generation process for new users. Demographic techniques 

are similar to collaborative filtering in the way they form 

“people-to-people” correlations. The only difference is in the 

nature of data they use. The advantage of the demographic 
approach over collaborative technique is the ability to provide 

recommendations without a history of user ratings.  
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Demographic information is helpful in bridging the gap 

between existing items and new users by inferring inclination 

of users for these existing items. In this paper, the proposed 

approach assumes that every user is required to register and 

provide his/her demographic information before using the 

system. 

        A Group Recommender System is a recommender 

system aimed at generating a set of recommendations that will 

satisfy users of the group. As this scenario, (where the 
recommended items are inherently consumed by groups of 

users rather than by individuals) increases, we face more and 

more application domains, in which group recommendations 

are preferred over individual recommendations. For example, 

music selection in public places [4], tourist attractions [5], 

holiday destinations [6], movies [7], and TV programs [8], are 

few examples of group recommendations. The attempt here is 

to find group recommendations for a new user based on his 

demographic attributes.  

       When switching from individual recommendations to 

group recommendations, the main challenge is how to record 

and combine the preferences of many different users in the 
group. In Group recommenders, there is a need for an 

aggregation mechanism to represent the group 

recommendations. To aggregate the preferences of all the 

group members, two methods in literature are suggested [9]. 

The first strategy creates a joint profile for all users in the 

group and provides the group with recommendations 

computed with respect to this joint profile [8]. The second 

strategy aggregates the recommendations of all users in the 

group into a single recommendation list [10, 11]. In the 

proposed approach, individual user profiles (preferences) 

have been aggregated rather than individual 
recommendations. 

       One of the aggregation strategy [12, 13] is to average the 

preferences of individual users in order to obtain Top N group 

recommendations for the new user. The group 

recommendation quality is highly dependent on the way the 

individual preferences are aggregated. Group recommender 

systems must combine and balance preferences from 

individuals across a group of users with a common purpose, in 

order to tailor preferences to the group as a whole. Selection 

of aggregation strategy is a distinguishing area of study 

applicable for group based recommenders. In this paper, 
average aggregating method is revised to generate better 

group recommendations. The aggregation method is termed 

as Balanced Inclination of a user for an item.    

     Before the generation of recommendations by a group 

recommender, users are required to express individual ratings 

for the items available which reflect their taste. When a user 

gives positive rating (assuming rating greater than 3 on a scale 

of 5) to an item, it reflects that the user is attracted towards 

this item. When a user gives negative rating (assuming rating 

less than 4 on a scale of 5) to an item, it leads to repulsion of 

the user from that item. In fact, combination of positive and 

negative ratings, given by all the users of the group for a 
particular item, governs the degree of balanced inclination of 

a new user for that item.  

      We propose a modified version of Online Cold 

Recommendation Generator (OCRG) [14] to compute the 

inclination of new user towards existing items, in order to 

generate group recommendations. It uses positive and 

negative ratings of existing items in a group of users along 

with demographic attributes of new users. In proposed 

approach, our purpose is to uncover that whether the balanced 

inclination is more appropriate than average strategy when 

generating group recommendations.  

      In this paper, the major contributions are as follows: 1) 

partitioning of STUs into groups, 2) identification of most 

promising group and 3) aggregation of user preferences of 

most promising group to efficiently compute group 

recommendations for new users without their history 

information. We have also evaluated both the efficiency and 
effectiveness of our approach using a Movie Lens dataset of 

movie ratings. 

  The remainder of the paper is organized as follows. 

Section 2 highlights the research related to New User Problem 

and Group Recommendations. Section 3 details the proposed 

approach to generate group recommendations with emphasis 

on balanced inclination of group members on existing items.  

Section 4 highlights the testing procedure and discusses the 

results based on real world data set. Section 5 concludes the 

paper and provides an overview of future work. 

II. Related Work  

A. Group Recommender Systems 

Group Lens [3] and Video Recommender [15] generated 

predictions using Collaborative filtering algorithms. 

Amazon.com, Movie Critic and Jester which gives 

recommendations for books, movies and jokes respectively, 

are some more examples [16]. PHOAKS is another 

collaborative recommender system which guides people to 

find relevant information over the web [17]. All these systems 

generate recommendations in which, the items to be 

recommended come from other people with similar taste [18]. 

Similar taste is not only composed of positive ratings but also 

negative ratings given by the users. Many Collaborative 

Recommender Systems have explored a range of positive and 
negative rating approaches [19] to capture user‟s current taste 

for various items like movie, book, web page etc.  

      Group Recommender Systems [20] were developed to 

support the recommendation process in activities that involve 

more than a person. Group-based recommendations are 

pertinent to many domains and applications, such as music 

[4], movies or TV programs [7, 8], tourism [5, 13], and others.  

      Some well known Group Recommender Systems are 

MUSICFX [4], POLYLENS [7], INTRIGUE [5] and YU‟S 

TV RECOMMENDER [8]. MUSICFX   selects a radio station 

for background music in a fitness centre. This group 
recommender system suits the taste of a group of people 

working out at a given time. POLYLENS recommends 

movies where an individual‟s tastes are inferred not only from 

ratings but also from social filtering.  INTRIGUE 

recommends places to visit for tourist groups by further sub 

grouping within a group.  YU‟S TV RECOMMENDER 

predicts a television program for a group to watch. The bases 

for these recommendations are on the individuals‟ preferences 

for program features such as genre, actors, and keywords. 

Other work considers social relationships and interactions 

among group members when aggregating the predictions [9, 

21, and 22]. Model member interactions, social relationships, 
domain expertise, and dissimilarity among the group 

members are modeled when choosing a group decision 

strategy. 
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B. New User Problem 

It may happen sometimes that the system is unable to find any 

similar taste users for the target user, because the target user is 
new to the system. These new users are unaware of existing 

items and have no historical rating of these items. Providing 

effective recommendations for such new users is of 

fundamental importance to collaborative recommender 

systems. 

      The group recommender inherits this problem too because 

it aggregates the predicted ratings for each group member. 

Solutions to the cold start problem for single person 

recommenders are summarized in [23]. Solutions include: 

non-personalized recommendations for cold start users using 

population averages; intelligent ways to find more ratings [24, 

25]; and hybrid recommenders that resort to content-based 
recommendations when there are insufficient ratings to make 

collaborative recommendations [26, 27]. 

      These new users can be classified by their personal 

attributes. Recommendations can be obtained based on their 

demographic classes. Demographic data increases the quality 

of information retrieval tasks [28]. Weber and Castillo [29] 

used demographic information like average income, race, etc. 

to find difference between groups in a search engine scenario. 

Moreover, the demographic attributes of users can be used to 

initialize the recommendation generation process of a new 

user [30].  
       There are a many existing hybrid approaches which are 

able to make new user recommendation. Pazzani [31] 

proposed a hybrid method that recommends items based on 

vote of four different algorithms: user-user collaborative 

filtering, content-based, demographic-based, and 

collaboration via content. Stern et al. [32] proposed a 

probabilistic model that combines user and item metadata 

with users' historical ratings to predict the users' interaction on 

items. Pennock and Horvitz [33] proposed the use of a 

“value-of-information” to discover the most valuable ratings 

information for a user. Another approach to solving the new 

user problem creates pre-made user categories and quickly 
assigns new users to one of them. The partitioning can be 

accomplished by asking pre-determined questions from the 

user that builds a user preference structure. This helps in 

entering the user into the system without requiring a 

substantial number of ratings [34]. 

C. Group Aggregation Strategy  

To date, group recommendations have been mostly generated 

using two approaches: aggregating individual preferences into 

group models or aggregating individual predictions into group 

predictions.  Berkovsky and Freyne [2] compared the two 

approaches in a recipe recommendation problem and found 

that the first one performs slightly better. But, an extensive 

comparison of the two approaches is still missing in the 

literature. INTRIGUE and POLYLENS aggregate 

recommendations, while MUSICFX and YU‟S TV 

RECOMMENDER aggregate profiles.  

      Masthoff [12, 13] employed user studies, not to evaluate 
specific approaches, but to determine which group 

aggregation strategies people actually use. Results indicated 

that people particularly use the following strategies: Average, 

Average without Misery and Least Misery. Average Strategy 

is the basic group aggregation strategy that assumes equal 

influence among group members and calculates the average 

rating of the group members for any given item as the 

predicted rating. POLYLENS uses the Least Misery Strategy, 

assuming groups of people going to watch a movie together 

tend to be small and that a small group tends to be as happy as 

its least happy member. INTRIGUE uses a weighted form of 

the Average strategy. MUSICFX uses a variant of the 

Average without Misery Strategy. YU‟S TV 

RECOMMENDER uses a variant of the Average Strategy and 

found that their aggregation worked well when the group was 

quite homogenous, but that results were disliked when the 
group was quite heterogeneous. A group is homogeneous if all 

the group members rate similarly for the items whereas a 

group is heterogeneous if all the group members rate 

differently for the items.  

      In the proposed approach, group recommendations are 

generated by aggregating individual preferences. The main 

issue in this case is how to aggregate the preferences for items 

produced for each group member into a single group 

recommendations‟ list.  

      A new approach is proposed, which is a variant of average 

strategy and show that it will work well when the group is 

homogeneous and as well as heterogeneous. Average strategy 
and the proposed strategy have been tested in our 

experiments. 

      Reference [35] explores various techniques to determine 

the best items which can be recommended to a new user. 

These techniques make use of strategies based on item 

popularity, user personalization, item entropy, and also 

combinations of the above. They found that, item entropy 

sometimes choose those items which had low item popularity. 

Thus, they used a balanced technique by combining item 

entropy and item popularity. They found that the 

recommendations obtained by using this balanced technique 
were better as compared to those recommendations that were 

generated using item entropy alone.   

      Item popularity and item entropy are usually based on 

positive ratings of that item given by all the users in the 

knowledge base. We believe that, the resulting inclination of a 

new user for this item indicates only the probable attraction of 

this new user towards this item. Negative ratings of this item 

could potentially be applied to generate inclination of this new 

user indicating the probable repulsion from this item. For 

instance, the Adaptive Radio [36] explored the value of 

explicitly modeling negative preferences for group 
recommendation. They used negative preferences to 

determine which solutions are unsatisfactory to individual 

users and assumed that remaining solutions are satisfactory. 

The paper intends to build balanced user inclination towards 

an existing item, based on positive and negative ratings of this 

item. This balanced inclination of a user for an existing item is 

computed using item entropy and item popularity with respect 

to positive and negative ratings in a combined manner [14]. 

III. Proposed Scheme  

The architecture of proposed Group Recommender System is 

shown in Figure 1 and Top N Group Recommendations are 

generated for the new user. The main components are 

Interface Unit, Offline Unit and Group Recommendation 

Unit.  

       Target User and the Recommender System are two basic 

entities in any recommendation generation process. Interface 

unit acts as an interface between these entities. It fetches the 

demographic attributes (gender, age and occupation) from the 

current session of target user and sends the request to the 
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Group Recommendation Unit, where Top N Group 

Recommendations are furnished. Finally, the Interface Unit 

displays the aggregated Group Recommendations for the 

target user during his/her current session. Offline Unit creates 

knowledge base, which is used by Group Recommendation 

Unit. The backbone of Offline Unit is Group Formation Unit 

which generates group of similar users. The selection of users 

in the same group is based on similarity of positive and 

negative preferences between them. Group Recommendation 
Unit is composed of Group Identification Unit and Group 

Aggregation Unit. The Group Identification Unit identifies a 

particular group for the new user based on his/ her 

demographic attributes.  Group Aggregation Unit aggregates 

the individual preferences of users in the identified group in 

order to generate Top N group recommendations. It uses 

balanced inclination approach, a variant of average strategy to 

aggregate the preferences of users within the group. The 

remainder sub sections, briefly discusses the working of 

Group Formation Unit, Group Identification Unit and Group 

Aggregation Unit. 

      

 
 

Figure 1.  Proposed Framework 

A. Group Formation Unit 

Movie Lens uses users’ ratings matrix ‘M’ (1 to 5 likert scale) 

depicting users likes (rating greater than 3 on likert scale) and 
dislikes (rating less than 4 on likert scale) to generate 

personalized recommendations. The user rating matrix „M‟ is 

split into Training (T1) and Test matrix (T2); T1 matrix is 

further split into training level I matrix (LI) and training level 

II matrix (LII) which are required inputs of Offline Unit. The 

roots of the proposed Offline Unit have been extensively 

discussed in [37, 38]. The dispersion of positive and negative 

preferences between target user Ut and user Ux with respect to 

the set of rated items represents the similarity between these 

two users. After division of user session into two levels, if 

TSimp(Ut, Ux) and TSimn(Ut,Ux) are both non zero quantities, 

then the harmonic mean of the of similarity of positive and 

negative preferences, at both the levels defines the Combined 

Inter user similarity Simc(Ut ,Ux) which is calculated using 

Equation 1. If TSimp(Ut, Ux) is zero then the Combined Inter 

user similarity Simc(Ut ,Ux) is reduced to TSimn(Ut,Ux) only. 

Likewise, if TSimn(Ut, Ux) is zero then the Combined Inter 
user similarity Simc(Ut ,Ux) is reduced to TSimp(Ut,Ux) only. 
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where, Simp (Ut, Ux) and  Simn (Ut, Ux)  are Positive and 

Negative inter user similarities between these two users 

respectively. These similarities are calculated at both the 

levels. p( Pk(Ut, Ux)) and p( Nk(Ut, Ux)) are the probability 

density functions of positive and negative preferences 

between these two users. Total number of positive and 

negative preferences states between these users, is stored in 

Pcount and NCount respectively. For Simp (Ut, Ux), weight 

Wk is set to total number of positive preferences, given by all 

users to item k. Similarly, for Simn (Ut, Ux), it is set to total 

number of negative preferences, given by all users to item k. 

For a movie say „k‟, rated by either target user Ut  and / or by 

another user Ux, positive preference „Pk(Ut ,Ux)‟ and negative 

preference „Nk(Ut  ,Ux)‟ are defined in (2a) and (2b). 
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The similarity between any two random users rests on the 

similarity computation at both the levels. If the similarity of 

positive and negative preferences at level II is greater than the 

similarity of positive and negative preferences at level I, then 

it shows that the user pair had similar positive and negative 

preferences throughout the session. Hence, Simc(Ut ,Ux) 

decides the degree of similar taste between two users.  



Group Recommendation for Mitigating New User Problem: A Modified OCRG  

 

103 

    Defined simply as a set of users, a user group can be formed 

on a recurring basis, e.g., friends who meet regularly for 

dinner. We are mainly motivated by the observation that 

Combined Inter user similarity Simc(Ut ,Ux)  can be used to 

cluster users in small groups with strong similarity. This way, 

our framework applies user clustering for organizing users 

into groups of users with similar preferences. To do this, we 

employ k-means clustering algorithm.  

      The support of each group for all possible demographic 

classes is calculated using Equation 3. 18 demographic classes 

were defined on the movie lens dataset (see section 4 for 

details). These groups along with their Support for each 

demographic class are stored in the knowledge base. 

Thereafter, we propose the use of these groups to efficiently 

locate similar users for a new user. 

  (3)                
 in   Usersof 
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i

c
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GNo

No
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The algorithm for Group formation Unit is depicted in figure 

2. It takes three inputs. User preferences in the form of PV 

matrix are obtained from the movie lens dataset and serves as 

first input. The second input „k‟ is the total number of groups 

(clusters) formed by applying kmeans clustering on similarity 
matrix SimMatrix. It is a two dimensional User X User matrix 

where a cell value at (r,c) depicts the Combined Inter user 

similarity between user r and user c of PV matrix. The groups 

are stored in GSet. All possible demographic classes stored in 

DSet, which is given as third input to Group Formation Unit.  

Support of each group Gi stored in GSet for each Demographic 

class DC stored in DSet is obtained in SupportList.  GSet along 

with SupportList is stored in the knowledge base. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 2.  Algorithm for Group Formation Unit 

 

B. Group Identification Unit 

When a new user enters into the system, the demographic 

attributes of this new user defines his/ her demographic class 

DT. From all the groups stored in the knowledge base, group 

having maximum support for demographic class DT is 

identified.  Finally, Group recommendations for users are 

produced with respect to the preferences of group members of 

the identified group GT, without extensively searching for 

similar users in the whole database. If more than one group 

have maximum support for the demographic class DT, for 

simplicity the Group Identification Unit obtains first similar 

group.  

C. Group Aggregation Unit 

In order to generate group recommendations for new users, 

Group Aggregation Unit uses the positive and negative ratings 

of existing items given by all the users in GT having 

maximum support for the demographic class DT. It is obtained 

from Group Identification Unit. Group Aggregation Unit 

finds balanced inclination,  iGUI TTB ,, , of the new user 

towards existing movie, reflecting new users inclination for 

this movie. Balanced inclination of a new user, over all the 

existing movies helps the system to present promising group 
recommendations, thus mitigating new user problem.   

     Popularity of a movie indicates how frequently users have 

rated that movie. It is defined in (4).  
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where, iur ,   are the rating values given by all those n users 

who have rated movie .i   iN  are the total number of users 

who have rated movie .i  Since the popularity iP  is calculated 

with respect ratings given by all the users in the knowledge 

base, it can be referred as global popularity of movie .i  In 

simple terms, it reflects the average of preferences of all the 

users in the knowledge base, with respect to item i. But here, 

we intend to find local popularity of movies with respect to 

the demographic attributes of the new user.  

Local Popularity of movies is calculated with respect 

ratings given by all those users who belong to GT having 

maximum support for DT and is defined in (5).  
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where, iGu T
r ,,  are the rating values given by all those n  users 

who belong to GT having maximum support for DT and have 

rated movie .i iN  are the total number of users who belong to 

GT having maximum support for DT and have rated movie .i   

In simple terms, it reflects the average of preferences of all the 

users within the group GT, with respect to item i.   

      Local Popularity of movies, being simple average of 

rating in the specified group, works well for homogeneous 

groups. A disadvantage of using local popularity as a measure 

to generate group recommendations for new users is so that 

unpopular movies may be hard to recommend. Also, for 

heterogeneous groups, it can be very difficult to obtain a 
single recommendation that satisfies every member and the 

general group satisfaction is not always the average of the 

satisfaction of its members as different people have different 

expectations. In such a situation, Entropy may be another 

measure to generate group recommendations for new users.   

      In this paper, Entropy [39 and 40] of a movie represents 

the dispersion of ratings of all the users on that movie. It is 

defined in (6).  
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Input:  
     PV = {Rating Matrix} 
     k     = {No of Groups Required}  
     DSet = {Demographic Attribute Classes}  

Process: Group Formation  
      Split PV into T1 and T2 
      Split T1 into L1 and L2 
      Do  

           SimMatrix(Ut, Ux) = SimC(Ut, Ux) 
     Repeat for each user pair in PV    
     GSet = kmeans(SimMatrix, k) 
     Do 
          For each DC Є DSet 

                  SupportList(Gi,C)=Support(Gi, DC) 
      Repeat for each Gi Є GSet 

Output:  

     KB = {GSet, SupportList}  
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where,   



irprob  

Here,   signifies number of users who have given positive 

rating to movie .i    signifies number of users who have rated 

movie 𝑖.  irprob  is the probability density function of movie 

i , based on the positive ratings given by n users. Here, one 

limitation of entropy is quite obvious that it gives the measure 

of information as the function of only the probability with 

which a movie is rated, without considering the qualitative 

weight of that particular movie. To overcome this problem 

[41] weight 𝑊𝑖  of the movie i , can be attached to its 

individual entropy  iH . In fact, local popularity of movie i

can serve as its weight.   

       Here our aim is to find balanced inclination of a new user 

towards movie i . Balanced Inclination can be calculated using 

probable degree of attraction and probable degree of 

repulsion. Firstly, we find probable degree of attraction

 iUD TA ,G , T of new user towards an existing movie i which 

is defined in (7).   
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Here,  signifies number of users who belong to GT having 
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movie .i    signifies number of users who belong to GT 

having maximum support for DT and have rated movie .i  

)(
ve

iTGp


 
is the probability density function of movie i

based on the positive ratings given by those n  users who 

belong to GT having maximum support for DT. iGu T
r ,,  are the 

positive rating values given by n  users who belong to GT 

having maximum support for DT and have rated movie .i  
ve

Gi T
LP

,  
  is the local popularity of movie i  among those users 

who have given positive rating to movie i and who belong to   

GT having maximum support for DT. The resulting 

 iGUD TTA ,,  of new user tU  with respect to positive ratings 

only, depicts user interests which are usually incomplete. 

Secondly, we find probable degree of repulsion, 

 iGUD TTR ,,  of new user towards an existing movie i

which is defined in (8).  
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Here,  signifies number of users who belong to GT having 

maximum support for DT and have given negative rating to 

movie  .i    signifies number of users who belong to GT 

having maximum support for DT and have rated movie i . 

)(
ve

iTGp


 is the probability density function of movie i , 

based on the negative ratings given by those n  users who 

belong to GT having maximum support for DT. iGu T
r ,,  are the 

negative rating values given by n  users who belong to GT 

having maximum support for DT and have rated movie i . 
ve

Gi T
LP

,
 is the local popularity of movie i  among those users 

who have given negative ratings to movie i  and who belong 

to GT having maximum support for DT.  

      Now, we find balanced inclination of new user towards an 

existing movie which is defined in (9).  If the preferences of 

all the group members are positive for a particular item, then 

the group is positive homogeneous with respect to that item. If 

the preferences of all the group members are negative for a 

particular item, then the group is negative homogeneous with 

respect to that item. In case of mixed (positive and negative) 
preferences, the group is heterogeneous. In reality, the ratio of 

heterogeneity over homogeneity within a group is high. And 

as the group size increases, the possible growth in this ratio is 

obvious. 
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Here, balanced inclination can be interpreted as harmonic 

mean of probable degree of attraction and repulsion of new 

user towards an existing movie if the group is heterogeneous 

as shown in (9c).  If the group is positive homogeneous with 

respect to item i, then balanced inclination towards item i is 

the ratio of  ve
Gi T

LP
,  

and  as shown in (9a). If the group is 

negative homogeneous with respect to item i, then balanced 

inclination towards item i is the ratio of  ve
Gi T

LP
,  

and   as 

shown in (9b).  The algorithm for the Group Recommendation 

Unit is depicted in figure 3.   

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Algorithm for Group Recommendation Unit 

Input:  
     KB = {GSet, SupportList}  
     DT = {Demographic Attribute Class of New User} Process:  

Step 1: Group Identification 
             GT = max(Support(Gi, DT) where, Gi Є GSet   

Step 2: Group Aggregation  
             Do  
                 If GT is positive homogeneous wrt item  i 

                     IB(UT,GT,i) = ve
Gi T

LP
,

 
/   

                 If GT is negative homogeneous wrt item  i 

                     IB(UT,GT,i) = ve
Gi T

LP
,

 
/   

                 If GT is hetrogeneous wrt item  i 
                     N = DA(UT,GT,i)* DR(UT,GT,i) 
                     D = DA(UT,GT,i)+ DR(UT,GT,i) 
                     IB(UT,GT,i) = 2*N/D 
            Repeat for each item in GT                               
            Sort items in descending order of IB(UT,GT,i) 

 Output:  

Top N Group Recommendations for New User „UT‟ 
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The algorithm in figure 3 takes two inputs. The knowledge 

base prepared by the Group Formation Unit is given as first 

input. The demographic attributes of the new user, supplied at 

the time of registration, are mapped onto pre defined 

demographic attribute classes stored in DC. The 

corresponding demographic class DT of new user is given as 

second input to Group Recommendation Unit. From the 

groups stored in GSet, the group which has maximum support 

for DT is fetched and stored in GT.  In order to achieve group 
preference for a particular item, the preferences of all the 

group members are analyzed and the corresponding balanced 

inclination is obtained using (9). The items are ranked in 

descending order of balanced inclination and finally Top N 

group recommendations are presented to the new user. 

        The following example illustrates step by step analysis of 

Group Aggregation Unit. Suppose, the total number of items 

in the PV Matrix is 4. Let the group GT obtained by Group 

Identification Unit consist of 5 users (group members). The 

preferences of these group members, for all 4 items, are 

depicted in Table 1. By analyzing the preferences of all the 

group members with respect to each item, the nature of the 
group can be determined with respect to each item. This is 

shown in last row of Table 1. For example, all the group 

members have given negative preferences for item 2, so the 

group GT is homogeneous negative with respect to item 2. 

 

Table 1. Preferences of Group Members in GT. 

Group GT Items 

Users Item1 Item2 Item3 Item4 

User1 5 3 5 5 

User2 4 2 4 4 

User3 5 3 3 5 

User4 4 2 2 2 

User5 5 1 1 1 

Nature  

Of Group 

Pos. 

Homo. 

Neg.  

Homo. 

Hetero. Hetero. 

 

By applying (9), the authors have obtained Balanced 

Inclination of the group GT for all the items, as shown in Table 

2. As the group GT is heterogeneous with respect to item 3 and 

4, (9c) is applied for these items. The group GT is Positive 
Homogeneous and Negative Homogeneous with respect to 

item 1 and 2 respectively. Therefore, (9a) and (9b) are 

respectively used for calculating Balanced Inclination for 

these items. In order to compare the proposed balanced 

inclination strategy with the average strategy (Local 

Popularity as shown in (5)), for the same group GT, the 

average preferences are also obtained and depicted in the last 

row of Table 2.  

 

Table 2. Balanced Inclination and Average Strategy. 

Balanced 

Inclination 

Items 

Nature Of Group Item1 Item2 Item3 Item4 

Positive  Homogeneous 0.92 - - - 

Negative  

Homogeneous 

- 0.44 - - 

Heterogeneous - - 0.68 0.50 

Average Strategy 4.6 2.2 3 3.4 

 

In order to pass the Top N Group Recommendations for New 

User UT, the items of the group GT should be sorted in 

descending order of Balanced Inclination or average. The 

sorted order of items with respect to the two strategies is 

shown in table 3. Clearly, the order of the proposed Balanced 

Inclination strategy is different from the average strategy. 

Thus, Top 2 recommendations with respect to Balanced 

Inclination strategy are Item 1 and Item 3, whereas Top 2 

recommendations with respect to Average strategy are Item 1 
and Item 4, as shown in Table 4.  

 

Table 3. Order of Items. 

Strategy Order of Items 

Balanced Inclination <Item1, Item3, Item4, Item2 > 

Average (Local 

Popularity) 

<Item1, Item4, Item3, Item2 > 

 

Table 4. Top N Recommendations. 

Strategy Top 2 

Recommendations 

Balanced Inclination <Item1, Item3 > 

Average (Local 

Popularity) 

<Item1, Item4 > 

 

IV. Experiment  

A. Data Set 

In this paper, authors performed off-line evaluations where, 

groups are formed from the users of a traditional (i.e., single 

user) recommender system. Group Formation Unit sampled 

the groups on the basis of Combined Inter User Similarity. 

  Group recommendations are offered to group members and 

are evaluated independently by them, as in the classical single 

user case, by comparing the predicted ratings with the ratings 

observed in the test set of the user.  The group 
recommendations are generated to suit simultaneously the 

preferences of all the users in the group and our intuition 

suggests that they cannot be as good as the recommendations 

generated for individual users. So, we do not need the joint 

group evaluations for the recommended items, and we can 

reuse the most popular single user Movie Lens datasets that 

contain just ratings of individual users. The Movie Lens 

dataset contains 100,000 ratings, scaling from 0 to 5, derived 

from 943 users on 1,682 movies where each user has rated at 

least 20 movies. 

       It also contains demographic information about users 
such as age, gender and occupation. Based on this 

demographic data, demographic classes were defined and 

stored in DSet which is one of the input for Group Formation 

Unit. User gender can take two values viz. male, female. 

Users were divided into three categories based on occupation. 

Service Class users were composed of programmer, engineer, 

health care, librarian, technician, scientist, administrator, 

executive and educator. Business class users included doctor, 

entertainment, lawyer, artist, marketing, salesman and writer. 

Students, retired persons, homemaker, none and others are 

categorized as miscellaneous users. Similarly, users were 

divided into three categories based on age. If age is between 
10 and 30, user is considered to be young. If age is between 31 

and 50, user is considered to be mature. If age is above 50, 
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user is considered to belong to old category. Using this 

categorization, 18 demographic classes were formed as shown 

in Table 5. When a target user enters the system, then he/she is 

assigned to one of these attribute classes. For example, if a 

female user of age 45 years working as a lawyer enters the 

system, he is assigned demographic class D5.   

     We have used MATLAB 7.0 [42] for our experiments. We 

have randomly selected 80% of the entire set to constitute the 

training set and the remaining to constitute the test set. The 
ratings in the test set are used to test the accuracy of the 

predictions based upon data in the training set. 

 

Table 5. Demographic Attribute Classes.  

DSet Attribute Class Value 

D1 <male, young, service> 

D2 <male, young, business> 

D3 <male, young, miscellaneous> 
D4 <female, young, service> 

D5 <female, young, business> 

D6 <female, young, miscellaneous> 

D7 <male, mature, service> 

D8 <male, mature, business> 

D9 <male, mature, miscellaneous> 

D10 <female, mature, service> 

D11 <female, mature, business> 

D12 <female, mature, miscellaneous> 

D13 <male, old, service> 

D14 <male, old, business> 

D15 <male, old, miscellaneous> 
D16 <female, old, service> 

D17 <female, old, business> 

D18 <female, old, miscellaneous> 

 

B. Measure Metric 

To access prediction quality, Statistical accuracy metric was 

studied. It measures how close are the numerical values which 

are generated by the group recommender is to the actual 
numerical ratings as provided by the user.  Keeping this into 

account, we use Mean Absolute Error (MAE) [43] which 

measures the average absolute deviation between a 

recommender system‟s predicted rating and a true rating 

assigned by the user. It is defined in (10).  

 





n

i

i

n

i

ii e
n

ap
n

MAE

11

11
                                       (10) 

It is the sum of the absolute differences between each 

prediction ip  and corresponding rating ia divided by the 

number of ratings n .  It is an average of absolute error ie .  

C. Results 

The authors first generated synthetic groups (based on 
combined inter user similarity), then generated group 

recommendations for the new user using these groups, and 

finally evaluated these group recommendations. The entire 

procedure was performed for every user in the test set, and 

computed an average MAE across all users. Computing 

average MAE in this way counts all the users equally, rather 

than biasing the result towards users with more ratings.  

 The authors aggregated group recommendations using 

balanced inclination strategy and average strategy. They 

found average MAE in both the cases. Figure 4 depicts the 

average MAE@k groups, obtained by these aggregation 

strategies for k Є {10, 20, 100, and 300} where k represents 

number of groups. For both the strategies, it was noticed that 

as the number of groups increased, the quality of group 

recommendations improved. With the increase in value of k, 

the size of groups is decreased, thus the strategies predicted 
more precise ratings. The graph also represented that, for any 

value of k, the group recommendations generated using the 

proposed balanced inclination strategy obtained lower 

MAE@k than the group recommendations generated using 

average strategy.  

 

 
 

Figure 4.  Average MAE of Balanced Inclination and 

Average Strategy 

The authors further evaluated the impact of Top N size of 

group recommendations on the accuracy of group 

recommendations generated by both the approaches. The 

results are shown for k = 10. MAE@10 obtained in both the 

cases, are shown in table VI. It is clearly evident that as the 
recommendation size increased, the MAE@10 decreased in 

both the approaches. Also, from the last row of the table 6, it 

shows that the percentage of improvement in balanced 

inclination approach with respect to average strategy is higher 

at smaller values of Top N sizes. Therefore, in situations 

where number of group recommendation size is small, the 

proposed strategy is more appropriate. For example, in case of 

satellite systems, due to limited bandwidth and number of 

channels, the size of Top N group recommendation is limited 

to a smaller number.  

 

Table 6. MAE at Top N Recommendation Sizes.  

 

Strategy 

 

Recommendation Size 

Top 20 Top 10 Top 5 

Balanced Inclination 0.88 0.86 0.82 

Average 0.94 0.93 0.91 

Percentage of 

Improvement 

6% 7% 9% 

V. Conclusion 

This paper proposes a modified version of OCRG, to predict 

the group recommendations for a new user based on his 
demographic attributes. It aggregates the preferences of group 

members using balanced inclination group aggregation 
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strategy. Using Movie Lens dataset, group recommendations 

obtained by balanced inclination had lower MAE as compared 

to group recommendations obtained by average group 

aggregation strategy.  

In literature, the group recommendation algorithms have 

usually concentrated on how to model the already existing 

groups, in order to produce group recommendations that 

maximize user satisfaction. The preliminary phase of the 

group recommendation process is to compute a proper 

identification of similar groups. In the proposed approach, the 

group identification is based on support of each group 

member on demographic class of the new user. In future, the 

authors intend to identify a subset of group members from the 

identified group, with the aim of suggesting the most suitable 

group recommendations for a new user. Multi criteria ratings 

of group members of the identified group will be studied for 

selection of subset of group members. 
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