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Abstract: The internet is widely used to support services rang-
ing from education, medicine, entertainment to e-commerce.
Cryptography helps to safeguard this transmitted information
using authentication, digital signatures and encryption algo-
rithms. In this paper we focus on AES, a symmetric block ci-
pher algorithm which implements the Rijndael algorithm. We
present a statistical analysis of the Rijndael-AES S-Box so as to
evaluate the weaknesses present in the S-Box. These tests eval-
uate susceptibility of the AES S-Box to algebraic and statistical
attacks. Using the obtained results, a technique of formulating a
more non-linear S-Box is suggested. This technique uses the in-
cursive congruential method, which produces highly non-linear
output with a lower degree of correlation than the current AES
S-Box.
Keywords: Cryptography, Advanced Encryption Standard (AES),
Rijndael, substitution box (S-Box), cryptanalysis, frequency, se-
rial, correlation, non-linearity, pseudo-random number generator
(PRNG).

I. Introduction

Information is a fundamental part of an organization or indi-
vidual. Often times, this information needs to be transmitted
between two parties over a public channel, which exposes the
information to threats such as eavesdropping and unautho-
rized modification by attackers. In order to safeguard the in-
formation from these threats, cryptography is employed [1].
Cryptography has become a necessity with the rising popu-
larity of the use of the internet for daily aspects of life such
as communication, e-commerce, entertainment, education,
medicine and electronic banking transactions. Cryptogra-
phy helps to ensure that the information being transmitted
and received is secure and that the fundamental principles of
information security are met; confidentiality, integrity, non-
repudiation and authentication. This is achieved through the
use of authentication, digital signatures and encryption algo-
rithms [2].
Encryption algorithms are broadly categorized into two:
symmetric key algorithms and asymmetric key algorithms.
Symmetric algorithms use a single shared secret key for both

encryption and decryption of messages transmitted between
two parties. Examples of symmetric key algorithms include
AES, 3DES, CAST, RC6 and Blowfish. However, symmetric
key algorithms have one major shortcoming of key distribu-
tion because the key must be transmitted to the communi-
cating parties over the public channel prior to communica-
tion [1, 3]. On the other hand, asymmetric key algorithms
use a public key for encryption by the sender and a private
key for decryption by the recipient. Examples of asymmet-
ric key algorithms include ECC, RSA, ElGamal, Knapsack,
Rabin and the more recent NTRU [4].
AES is one of the most common symmetric encryption algo-
rithms being implemented. AES replaced 3DES and in terms
of resource consumption, AES is faster and more efficient
than 3DES thus resulting in less resource consumption. This
replacement was done following an inquiry by NIST into
a replacement following a collaboration between the Elec-
tronic Frontier Foundation and distributed.net resulted in a
publicized breaking of the DES key in 22 hours and 15 min-
utes [5].When the performance of AES was compared to that
of 3DES, DES and RC2 on a computer with a P-4 2.4GHz
CPU processor, the results showed that AES had better per-
formance than 3DES, DES and RC2 [4].
Rijndael algorithm was selected as the encryption algorithm
for the Advanced Encryption Standard (AES) in October
2001 after a rigorous 3-year evaluation process and published
as FIPS 197 in the Federal Register in December 2001 [6].
NIST selected Rijndael as the standard symmetric key en-
cryption algorithm in AES over four other candidate algo-
rithms; MARS, RC6, Serpent and Two-fish. Its comparative
performance in relation to the other four finalists ranked as
the best in terms of speed, code compactness, design simplic-
ity and resistance against attacks.
Rijndael is a byte-oriented substitution-linear transformation
network with 10, 12 or 14 rounds, depending on the key size
(128, 192 or 256 bits respectively). It processes data blocks
of 128-bits which is partitioned into an array of bytes. Rijn-
dael‘s round function consists of four layers or transforma-
tions; SubBytes, ShiftRows, MixColumns and AddRound-
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Figure. 1: Structure of the Rijndael-AES algorithm

Key as illustrated in Figure 1.
This paper evaluates the weaknesses present in the AES S-
Box and proposes a technique of generating a more non-
linear S-Box with low correlation thus a more secure AES
algorithm. A more secure AES algorithm will ensure its even
more secure implementation by the US government at the
NSA, secure peer transactions and user authentication on the
cloud.
In this paper, the operation of the Rijndael AES (Advanced
Encryption Standard) algorithm will be discussed, followed
by a statistical analysis of the S-Box in Section III. The for-
mulation of a more non-linear S-Box will then be discussed
in Section IV. This will be followed by a qualitative analysis
of the formulated S-Box in Section V and the conclusion in
Section VI.

II. Preliminaries

AES is a non-Feistel cipher that encrypts and decrypts a data
block of 128 bits. The key size can be 128, 192 or 256 bits
for 10, 12 or 14 rounds respectively. The key size depends
on the number of rounds. In most ciphers, the round trans-
formation has the Feistel structure. However, in Rijndael the
round transformation is composed of four distinct invertible
uniform transformations called layers, as illustrated in the
Figure 1.
The choices of the layers are based on the Wide Trail Strat-
egy which provides resistance against linear and differential
cryptanalysis. Using the most common AES application of
a 128-bit key, 10 rounds will be implemented in the AES
encryption cipher. Each round goes through four transfor-
mations: substitution, permutation, mixing and key adding.
In addition, before the first round, one AddRound Key is ap-
plied and in the 10th and last round, mixing is not imple-
mented.

The plaintext block of data to be encrypted is first converted
into a 4×4 matrix of bytes, referred to as a state. Before the
first round, a key addition layer is applied so that any layer
after the last key addition in the cipher or before the first
round can simply be peeled off without knowledge of the key.
This helps to protect it from known plaintext attacks. The
four transformations in Rijndael-AES proceed as follows:

A. SubBytes transformation

In the SubBytes transformation, a non-linear substitution is
first done for each byte. The transformation is defined by a
look-up process or a mathematical calculation in GF

(
28
)

in
which the transformation is non-linear. For the look-up pro-
cess, the byte is interpreted as two hexadecimal digits where
the MSB defines the row and the LSB defines the column of
the substitution table whose output is determined by the out-
put of the substitution box (S-Box) as illustrated in Figure
2.

Figure. 2: SubBytes Transformation.

B. ShiftRow transformation

In the shift row transformation, the rows of the state are cycli-
cally shifted over different offsets. Row 0 is not shifted; Row
1 is shifted over 1 byte, row 2 over 2 bytes and so on. The
shift offsets depend on the length of the block.

C. MixColumn Transformation

The MixColumns transformation involves multiplying the
columns of the state by a fixed matrix called the multiplica-
tion matrix. During multiplication, the columns of the state
are considered as polynomials over GF

(
28
)

and multiplied
modulo x4 + 1 with a fixed polynomial c(x) given by Equa-
tion 1

c(x) = 03x3 +01x2 +01x+02 (1)

In order to make the cipher and its inverse more similar in
structure, the linear mixing of columns is not done in the last
round. However, this does not affect the security of the cipher
in any way.
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D. AddRoundKey transformation

In this transformation the Round Key is applied to the gen-
erated state by a simple bit-wise XOR. The RoundKey is de-
rived from the secret key by means of the key schedule. The
Round Key length is equal to the block length [7].
This paper focuses on the SubBytes transformation of AES,
since it is the only non-linear part of AES thus has direct
influence on performance and security.

III. Statistical Analysis of Rijndael

NIST selected Rijndael as the standard symmetric key en-
cryption algorithm in AES over four other candidate algo-
rithms; MARS, RC6, Serpent and Two-fish. It is used to
encrypt sensitive American federal information. Rijndael
was selected based on the following three criteria: resistance
against all known attacks; speed and code compactness on a
wide range of platforms; and design simplicity.
In the last decade, there have been many researchers who
have tried to unearth weaknesses in AES. However, no prac-
tical weaknesses have been found so far. Research has shown
that attacks on the Rijndael AES algorithm are dependent
upon the generation of 2119-2128 plaintext-ciphertext pairs
[8].
It has been discovered that an attack is possible by exploit-
ing weaknesses in its structure as well as weaknesses present
during implementation.

1. Weaknesses in the structure are prone to:

(a) Saturation attacks- also referred to as the square
attack. It is the most powerful cryptanalysis of
AES and can break down a 7-round reduced ver-
sion.

(b) Algebraic attacks- which try to exploit the
round transformation following the revelation by
W.Millan and J.Fuller that the S-Box can be de-
scribed by a single Boolean function [9]. This
boolean function is given by:

y = 05x f e +09x f d + f 9x f b +25x f 7 + f 4xe f

+01xd f +b5xb f +8 f x7 f +63 (2)

2. Weaknesses in non-structural properties are prone to the
exhaustive key search attack-which is possible for 56-
bit key DES, but not for 128-bit AES due to the sig-
nificant financial investment in hardware required [10].
However, if the cost of processing power is halved ev-
ery six months according to the current trend, then this
attack may be plausible at the end of the century.

3. Implementation weaknesses which pave the way for
side-channel attacks- which could be in the form of tim-
ing analysis, differential & simple power analysis. AES
has shown resistance due to its binary XOR and table
look-up process.

These flaws could pave the way for discovery of new at-
tack strategies on the AES algorithm, therefore motivating
research efforts into developing a way to improve the security
of the Rijndael algorithm by enhancing the S-Box structure.

Figure. 3: Arrangement and conversion of the Rijndael S-
Box output to decimal and then binary form.

This paper explores the inherent weaknesses in the Rijndael-
AES algorithm by discussing the results of the statistical
analysis of the AES S-Box used in the SubBytes transfor-
mation of the algorithm. Since the S-Box is the only source
of non-linearity of Rijndael, it follows that this part is the
key determinant of the performance and security of the algo-
rithm.
Applications that produce random sequences should possess
the following attributes: unpredictability, irreproducibility
and uniform distribution. A statistical analysis of the S-Box
output is carried out to establish to what degree AES S-Box
output meets the desired attributes of randomness [11]. There
are several test suites available for carrying out statistical ran-
domness tests [12]. For instance, the DIEHARD test suite
has limitations in test sequences and sample size.
However, the collection of tests specifically chosen for this
study are the ones most suited for testing block ciphers which
produce short sequences. These tests are: monobit/frequency
test, serial test, correlation test and non-linearity test. These
tests are used to uncover any existing patterns in the S-
Box output, which could be exploited via statistical analysis
techniques thus proving the existence of weaknesses in the
Rijndael-AES algorithm.
The process of statistical testing involves obtaining the 256
pairs of hexadecimal output of the S-Box and arranging them
sequentially in a single column, starting from the first hex-
adecimal pair on the top left-hand corner of the S-Box (6316)
up to the bottom right-most hexadecimal pair (1616) . Then
each pair of hexadecimal values, in each column, is con-
verted into its decimal equivalent and then finally into its
binary equivalent. This process is as illustrated in Figure 3
The result is a string of 256 rows which are arranged in 8
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columns. For the purpose of this study, each of the eight
columns, are taken to represent a single function. The func-
tions are numbered F1, F2,. . . ,F8. Therefore, each function
F1 to F8 has a length of 256 binary bits. These 8 strings of
256 bits in length are then subjected to each of the four sta-
tistical tests and their relative performance evaluated in com-
parison to the standard expected results. This analysis helps
to pin-point the presence of weaknesses in the AES S-Box.

A. Monobit/ Frequency Test Results

The monobit test, also called the frequency test, develops the
frequency distribution from a sequence of discrete integers
over a specified domain. It focuses on the number of 0s or 1s
in a stream and assesses the closeness of the fraction of 1s to
0.5. It is a basic test and is recommended as the first test to
be run before running other tests, because if the data stream
fails this test then there will be a problem when running other
tests as well [13]. This is because failure of this test indicates
a lack of uniformity of distribution of the output.
The monobit test results of the AES S-Box show no deviation
from the baseline thus proving that there is uniformity of the
output, which is a desirable attribute of an application that
produces a random output.

B. Serial Test Results

The serial test is a test for the randomness or pseudo-
randomness of sequences, especially binary sequences. The
serial test checks the number of occurrences of 2n n-bit over-
lapping patterns to see if they are as expected for a random
sequence. Random sequences display uniformity; such that,
every n-bit pattern has an equal chance of occurrence. The
probability of seeing any given pair is given by 1

2n .
The function call implemented in this test is of the form
serial(m,n) , where m is the length of each block in bits (in
this case 256 bits) and n is the length of the bit string being
evaluated or tested [14, 15].
This paper evaluates patterns of 2-bits, 3-bits and 4-bits ex-
pressed as serial(256,2), serial(256,3) and serial(256,4) re-
spectively. The serial test for (256,1) is equivalent to the
monobit frequency test. The results obtained are then com-
pared to the expected values, based on the probability of see-
ing any given pair 1

2n .
The 2 bit serial test evaluates the number of occurrences 00,
01, 10 and 11 bits in the 256-bit string for each of the eight
functions. After obtaining the number of occurrences, the
average number of occurrences is computed. For instance,
for F1 the average number of occurrences of the 2-bit serial
test will be (59+68+69+54)× 1

4 = 63.75 . This process
is repeated for serial(256,3) and serial(256,4). The results
of the serial test for 1-bit, 2-bit, 3-bit and 4-bit serial tests is
illustrated in Table 1.
The value of baseline and deviation are obtained by comput-
ing:

Baseline = Total no. of bits (256) × 1
2n

Deviation= |
(

serial patterns obtained−Baseline
Baseline

)
×100%| (3)

Table 1: The 1-bit, 2-bit, 3-bit and 4-bit Serial test results.
Functions 1-bit

fre-
quency
matches

Average
2-bit serial
patterns

Average
3-bit serial
patterns

Average 4-bit
serial patterns

0, 1 00,01,10,11 000,001,. . . ,
111

0000,0001,0010,
. . . , 1111

F1 128 63.75 31.75 15.8125
F2 128 63.75 31.75 15.8125
F3 128 63.75 31.75 15.8125
F4 128 63.75 31.75 15.8125
F5 128 63.75 31.75 15.8125
F6 128 63.75 31.75 15.8125
F7 128 63.75 31.75 15.8125
F8 128 63.75 31.75 15.8125
Baseline 128 64 32 16
Deviation 0% 0.390625% 0.78125% 1.17188%

The results of the 2-bit serial test shown in Table 1 show that
the number of serial matches of all the eight functions have
an equal degree of deviation of 0.390625%. The 3-bit serial
test results show a deviation of 0.78125% for all the eight
functions. While the results of the 4-bit serial test show a
deviation of 1.17188%. These results indicate that there is
no perfect uniformity in terms of groups of 4 bits. This pro-
vides a margin for the existence of weakness which creates
possibility of the improvement of the structure of the S-Box
in AES.

C. Correlation Test Results

The correlation test is used to compute the correlation coeffi-
cient between adjacent pairs of values. The process of corre-
lation testing involves selecting a pattern of bits, which can
be viewed as a frame, starting from the beginning and shift-
ing the bits right till the 256th bit in each function as illus-
trated in Figure 4. Then the selected pattern of bits (frame)
is used to evaluate the number of matches which are then
recorded. The frame is then shifted right by 1 bit and the
testing for matches (correlation) repeated until the 256th bit.
The the size of the frame is then progressively increased by
1 bit and the number of matches recorded. In this paper, the
evaluation is done up to a length of 4 bits.

Figure. 4: Right-shift mechanism in the correlation test.

In the correlation test, as opposed to the frequency test,
only one pattern is evaluated for the number of matches.
However, in the frequency test, all the patterns are evalu-
ated. For instance; for 2-bit frequency test,the test will eval-
uate 00,01,10 and 11 while in the correlation test it will
pick the first 2 bits in the 256-bit string followed by the
next two (by shifting right) till the end. For example for
F1=0000100100001. . . The 2-bit correlation test picks the
first 2 bits (00) and correlates them up to the 256th bit, by
sliding the frame right all the way up to the end. Then the
frame is slid onto the next two bits on the right and the pro-
cess is repeated. This process is repeated for each of the eight
functions. Then the frame size is increased to the first 3 bits
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Table 2: The 2-bit, 3-bit and 4-bit Correlation test results.
Functions 2-bit correlation test 3-bit correlation test 4-bit correlation test

2-bit
matches

Deviation 3-bit
matches

Deviation 4-bit
matches

Deviation

F1 68 6.25% 41 28.125% 22 37.5%
F2 66 3.125% 35 9.375% 17 6.25%
F3 62 3.125% 34 6.25% 21 31.25%
F4 69 7.8125% 37 15.625% 19 18.75%
F5 67 4.6875% 31 3.125% 18 12.5%
F6 65 1.5625% 32 0% 17 6.25%
F7 65 1.5625% 32 0% 19 18.75%
F8 64 0% 31 3.125% 16 0%
Baseline 64 - 32 - 16 -

and finally 4 bits and the process repeated for each of the
eight functions
The results of the correlation test are as shown in Table 2.
The measure of the deviation is obtained by computing

Deviation= |
(

Correlation or no. of matches obtained−Baseline

Baseline

)
×100%|

(4)
The results of the correlation test for 2 bits show that there is
deviation from the baseline, ranging from 7.8% for F4, to 0%
for F8. The results of the correlation test for 3 bits show that
there is deviation from the baseline, ranging from 28.125%
for F1, to 0% for F6 and F7. The results of the correlation
test for 4 bits show that there is deviation from the baseline,
ranging from 37.5% for F1, to 0% for F8.
This implies that function F1 has the highest repetition of
adjacent pairs of bits followed by F4, thus showing a high
likelihood of predictability via a statistical analysis. On the
other hand, function F8 is the least predictable due to the low
level of repetition of adjacent bits.

D. Non-linearity Test Results

Nonlinearity is defined as the distance between a reference
function under evaluation and group of all possible affine
functions, which gives an indicator of the strength of invert-
ible substitution tables and thus the strength of the encryp-
tion. In order to reach the closest affine function, then the
bits require a change in the configuration [16]. The value of
non-linearity is given by Equation III-D

N f = 2n−1− 1
2

max|w f (a) | a ∈
{

0,1,2, . . . ,2n−1}
For n = 8,
N f ≤ 2n−1−2

n
2−1 =⇒ N f = 120

N f = 28−−24−1 = 27−23 = 128−8 = 120 (5)

The optimal value of N f is given as 120 (for a completely
non-linear function). The non-linearity test involves analyz-
ing the constituent Boolean functions of the S-Box so as to
measure their cryptographic strength. The result of the non-
linearity test is shown in Table 3.
The non-linearity test results obtained in Table 3 show non-
linearity value of 112 for all the 8 functions. The average de-
gree of non-linearity of the Rijndael S-Box obtained is 112,

which also agrees with the test results obtained by research
results in 2012 [17].
The closer the measure of non-linearity is to the upper-bound
of N f = 120, for perfectly non-linear functions, the more
favourable it is. Higher non-linearity values indicate a re-
sistance to algebraic attacks due to the confusion effect cre-
ated by the S-Box. This paper therefore aims at generating
an S-Box that has a non-linearity value above the current S-
Box‘s non-linearity of 112, closer to 120 and also passes the
frequency, serial and correlation tests.

E. Formulation of an enhanced S-Box

In view of the results of the statistical tests in Section 3, it
is observed that there is room for further enhancement of the
security of Rijndael-AES algorithm. This is done by partic-
ularly improving the S-Box structure, so as to create a more
non-linear function and lower degrees of correlation between
adjacent pairs of bits or bit patterns.
Therefore, in this paper we suggest the implementation of
a non-linear pseudo-random number generator to generate a
more secure S-Box. The suggested S-Box generation tech-
nique is evaluated in terms of its effectiveness.
In this study, a qualitative evaluation of the expected gener-
ated S-Box output will be done so as to derive its improved
encryption strength, its ability to create confusion and thus
its security features.
Various methods of constructing an AES S-Box have been
proposed by researchers previously, as shown in Table 4.
It can be observed that none of them proposes an S-Box
which has more superior non-linearity than the current Ri-
jndael S-Box. The optimal value of non-linearity for the
(8×8) S-Box is 120.
The higher the non-linearity of the structure, the more supe-
rior its performance, the lower the predictability of its output
and thus the higher the resistance to algebraic linear attacks.
Therefore, this study proposes an S-Box construction tech-
nique that will produce an S-Box that has more superior non-
linearity (112 < N f ≤ 120) than the current Rijndael-AES S-
Box by using a non-linear pseudo-random number generator.

1) Non-linear Pseudo-Random Number Generator

A random number generator is a program or a routine that
is used to produce a random number which is obtained from
a set of pre-determined possible values, each of which have
an equal probability of selection and are statistically inde-
pendent of each other. This is useful in cryptographic ap-
plications for generation of random unique keys, simulation
and modeling applications as well as selection of a random
sample from a large set of data. This technique is chosen by
mapping the S-Box design principles to the desirable proper-
ties of a random number generator as shown in Figure 5.
A pseudo-random number generator on the other hand, is
an algorithm that applies a mathematical formulae or some

Table 3: Non-linearity test results.
Functions F1 F2 F3 F4 F5 F6 F7 F8 Average
Non-
linearity

112 112 112 112 112 112 112 112 112
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Table 4: S-Box construction techniques.
S-Box Non-linearity Reference

Projective General Linear Group (PGL) 105.5 I. Hussain, Shah, et al., 2012b
Key-dependent S-Box Krishnamurthy and Ramaswamy, 2008

Linear Fractional Transform 104.75 I. Hussain, Shah, Gondal, Khan, and Mahmood, 2012
Exchanges order of multiplicative inverse and affine transformation 104.75 X. Li et al., 2009

Binary Gray Code 112 Tran et al., 2008
Proposed S-Box 112 < N f ≤ 120

Figure. 5: Mapping characteristics of a random number generator and the S-Box design criteria.

pre-calculated tables so as to produce strings or sequences of
numbers that appear to be random in nature.
This means that it can be replicated if the algorithm and its
initial conditions or input parameters are known, therefore
satisfying the differential approximation probability which
ensures uniform mapping between the input differential to a
unique output differential. After certain duration of time, the
sequence of the pseudo-random generator will be repeated.
This repeat duration is referred to as period, which is an im-
portant measure of the quality of a generator. The period
should exceed the required amount of numbers.
There are two categories of pseudo-random number gen-
erators: linear pseudo-random generators and non-linear
pseudo-random number generators. Linear pseudo-random
generators produce an output that is based on linear recur-
rences and the output also possesses a linear structure. On
the other hand, non-linear pseudo-random number genera-
tors produce truly random outputs and they do not produce a
lattice structure [18].

2) S-Box Construction

A more secure S-Box can be generated by using a non-linear
pseudo-random generator to produce output that possesses
good non-linearity properties closer to the optimal value of
non-linearity of 120. The generated S-Box is expected to be
resistant to statistical, linear and differential analysis attacks.
There are several methods of generating non-linear output
from a random number generator:

1. Using a nonlinear transition function f

2. Using a linear transition function to generate uniform
random numbers and then transforming the resulting
random numbers non-linearly by:

(a) Applying a non-linear function g to produce the
output

(b) Combining two linear RNGs

(c) By shuffling the resulting output values using an-
other generator.

The second approach of first generating uniform random
numbers and then converting them to non-linear output is the
standard approach and will be applied in this paper. This
method is applied by using the inverse congruential gener-
ator which has a characteristic feature of exhibiting strong
non-linearity properties [19]. It also passes the serial test and
it allows a large choice of parameters, meaning it has a large
period. Therefore, the inverse congruential generator used to
generate random numbers for the improved S-Box is shown
using the Equation III-E.2.

In which p is a prime number, a is the multiplier, b is the
additive term and also a and b are positive integers. x is a
unique integer and 0 ≤ x ∈< p and also x · x−1 ≡ 1(mod p).
The value x0 is the seed or initial value input to the generator.
The value of xn+1 = b if xn = 0. This generator can be de-
noted by ICG(p,a,b,x0). The assumption that p≥ 5 is made
to avoid triviality [20].
Non-linearity is achieved by using the multiplicative inverse
modulo p operation. The values a and b are suitable con-
stants and a,b ∈ Fp. Thus, pseudorandom numbers in [0,1]
are obtained by setting un =

xn
p . This means that xn and p are

co-prime numbers. If p is a prime number and if x2−bx−a
is a primitive polynomial over the finite Fp, then the length of
the period is at its maximum value and is given by ρ= p [21].
The random number generator operates by first initializing
a random input referred to as a seed x0, from which a long
sequence of random numbers can be generated in a determin-
istic manner. The seed could be set from the system clock or
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alternatively generated manually.
A pseudo-random number generator (PRNG) is character-
ized by its very fast speed in producing random numbers
[22]. It is also characterized by a uniform distribution, in that
output is either 0 or 1 with equal probability, and also these
output bits are independent of all other bits. The most com-
mon hardware implementation of PRNGs is in linear feed-
back shift registers (LFSR).
The sequence followed in formulating or generating of the
S-Box values is as shown in the Figure 6. The process of
generating values for the S-Box using a non-linear PRNG
would begin by first setting the non-linearity value for the
desired random string for an 8× 8 matrix such that 112 <
N f ≤ 120.
Then a selection of the number of random strings to be
checked is entered. Subsequently, the (least significant) LS
bits from the string are extracted and the non-linearity calcu-
lated. This process is repeated up to the 8th column. Only
values which meet the selection criteria for non-linearity are
displayed in the form of a table, expressed in binary numbers
(0,1).
These values, displayed in table form, can then be cascaded
or arranged in the form of 8 columns, 256 rows as in Figure
3. The binary values of all the 256 rows, each eight binary
bits in length are then converted to hexadecimal form and
then used to populate the new proposed S-Box which is more
non-linear.
In order to carry out decryption of ciphertext using the im-
proved AES algorithm using the enhanced S-Box values,
then the inverse S-Box needs to be generated. To find the
inverse S-Box for the purpose of decryption, there are two
alternatives:

1. By going back in the program execution for the incursive
congruential PRNG. To do this, cache the most recent
numbers and store some points at intervals so that the
sequence can be recreated from there.

2. By computing the previous state. This is done by re-
ordering the operation so that

x−1
n+1 = a−1× (x−b)mod p (6)

The new S-Box can then be subjected to the statistical tests
conducted on the Rijndael S-box previously in this study so
as to ascertain that it passes the frequency test, serial test
and correlation tests while maintaining a more superior non-
linearity. This will help to assure the continued enhanced
security of Rijndael algorithm for use in safeguarding top
secret information due to its resistance to statistical analysis
attacks. In this paper, a qualitative analysis of the formulated
S-Box is done in Section V.

IV. Qualitative Analysis

A qualitative evaluation of the satisfaction of the formulated
S-Box to the same statistical tests carried out earlier in the
study would provide a clear picture of the expected efficiency
of the suggested technique of using the incursive congruen-
tial method. The tests under consideration are monobit/ fre-
quency tests, serial test and correlation tests. These tests help

to give a clear picture on whether there is a uniform distri-
bution of bits in the S-Box and whether there is a minimal
degree of correlation between adjacent pairs of bits.
The frequency/ monobit test evaluates the uniformity of se-
quences of successive random numbers generated for the S-
Box table. Therefore, it tests the uniformity of the output for
s = 1 (1 bit). Research has shown that a pseudo-random gen-
erator gives an output of random numbers that are uniformly
distributed [23], thus the formulated S-Box passes the mono-
bit test.
The serial test evaluates the uniformity of the output from
the inversive congruential generator used to populate the S-
Box table. It is also referred to as the s-dimensional test for
s≤ p−2 . One of the characteristics of the inversive congru-
ential generator is that it passes the s-dimensional serial test,
where s≤ d, in which case d is a specific value [19]. There-
fore, this implies that the generator satisfies the serial test for
s = 1,2,3,4, . . . ,n−1 . Thus, the inversive congruential gen-
erator passes the serial test for 1 bit (similar to monobit test),
2 bits, 3 bits and 4 bits.
Research has shown that provided the values a and b are cho-
sen appropriately so as to satisfy the condition for obtain-
ing a maximum period length p, then it follows that the ICG
(p,a,b,x0) will exhibit excellent correlation properties [24].
Thus, the generated S-Box is expected to satisfy the major-
ity logic criterion in terms of correlation analysis because the
generated output will have excellent correlation properties.

V. Conclusion

This research involves an analysis of the Rijndael-AES S-
Box so as to evaluate the weaknesses present in the S-Box.
This research reveals weaknesses in terms of a significantly
higher degree of correlation in comparison to the standard,
with a deviation of up to 37.5% for 4-bit correlation. The
research also reveals weaknesses in terms of a low degree
of non-linearity of 112 in comparison to the optimal value
of 120. This study therefore proposes a solution that pro-
duces a more non-linear output with a low degree of corre-
lation which results in a more secure S-Box. The genera-
tion of a more secure S-Box can be done using a non-linear
pseudo-random number generator (PRNG) that implements
the incursive congruential method which generates highly
non-linear output, with non-linearity closer to the optimal
value of 120. The generated output is expected to pass the
monobit, serial and correlation tests.
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