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Abstract: Machine learning (ML) is a sub-branch of artificial
intelligence (AI) that employs statistical, optimization, and
fuzzy techniques to learn from past data and detect patterns
from large, noisy, and complex datasets. Oral cancer treatment
for a patient with mouth or throat cancer is crucial. Oral
cancer treatment analyses the development of cancer cells
in the tissues of the mouth or throat post-operation. In
post-operation care, the mouth opening of the patient depends
on the surgery performed. Further, how often should the
patient perform the exercise with a jaw stretcher machine
and consult the doctor? In this paper, we employed different
machine learning algorithms to predict the treatment plan
for the patient. We introduced the one-way ANOVA test to
identify the optimal feature set. Our proposed approach
applies different ML algorithms with ten-fold cross-validations
to suggest a post-operation treatment plan for a patient.
The experimental results show the highest accuracy with the
polynomial regression and the hybrid approach.

Keywords: Oral Cancer, Artificial Neural Networks, Polynomial
Regression, Mean Squared Error, K-Nearest Neighbor, Hybrid
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I. Introduction

Cancer is considered a heterogeneous disease consisting of
many different sub-types [1]. Oral cancer is one of the most
deadly diseases, often diagnosed at an advanced stage and
difficult to treat. Oral cancer is the sixth most common can-
cer in the world, belonging to the larger group of cancers
known as head and neck cancer [2]. Oral cancers arise in any
part of the oral cavity or oropharynx. Oral cancer ranks in the
top three of all the cancers, which accounts for 30% of total
cases of cancer in the country, and its control has become
a global health priority [3]. The current techniques used for
the diagnosis are biopsy, histopathological examination, vital

staining, biomarkers, and optical techniques [4]. The treat-
ment of oral cancer includes surgery and radiation therapy.
In most cases, due to radiation therapy, the mouth opening
of the patients decreases. Tobacco, alcohol, and snuffing are
vital factors for the occurrence of oral cancer.
Tobacco plays the predominant role in the occurrence of Oral
Cancer. Use of tobacco through cigarettes, cigars, pipes,
chewing tobacco, and even snuffing leads to oral cancer [5].
Excessive intake of alcohol causes oral cancer [6]. About
80% of patients who have oral cancer are due to the use
of tobacco in different forms. Approximately 10% of pa-
tients have oral cancer without consuming tobacco, alcohol,
or snuffing. In the UK, the significant risk factor for the cause
of oral cancer is cigarette smoking and alcohol misuse. The
prevention for oral cancer is reducing exposure to tobacco,
alcohol, and betel quid and early detection of oral cancer [7].
Oral cancer occurs in various sites like the tongue, lips,
cheeks, palate, pharynx, and mandible bone [6]. The dif-
ferent types of oral cancer considered here are Tongue, Buc-
cal Mucosa, Tonsil, Cheek, Lip, Mandible Bone, and Palate.
Most of the cases of oral cancer are of buccal mucosa and
tongue. The buccal mucosa is the lining of the cheek and
back of the lips inside the mouth. Tongue is the most com-
mon intraoral site for oral cancer [8]. Mandible bone can-
cer is a cancerous tumor. The tumor invasion into the bone
changes the microarchitecture of the mandible bone [9]. Pa-
tients suffering from mandible bone cancer cannot perform
jaw movement. Tonsil is the second most common cancer be-
longing to the group of head and neck cancers. Tonsil malig-
nancy occurs due to squamous cell carcinoma [10]. Whether
the patient will be able to perform the jaw movement or not
depends on the surgery performed. Every oral cancer patient
is diagnosed at a different stage, so each patient’s treatment
plan is different. Thus, as a part of the treatment of mouth
opening, patients are treated with a jaw stretcher machine.
A jaw stretcher machine is a system that helps to improve
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jaw mobility and rehabilitate suffering from trismus effec-
tively and efficiently. It is a manually operated device that
is entirely under an individual’s control. An anatomically
designed machine works on the jawline of the patient for
anatomically natural mouth opening [11]. Thus, depending
on the patient’s condition, whether the jaw movement is pos-
sible or not, they are given the jaw stretcher machine as part
of treatment for mouth opening. The jaw stretcher machine
is shown in Fig. 1.

Figure. 1: Jaw Stretcher Machine

Tetarbe et al. [6] implemented the REP tree algorithm for the
detection of oral cancer and obtained an accuracy of 78.72%.
Mohd et al. [12] implemented the support vector machine al-
gorithm with the 14 optimal features and acquired the accu-
racy of 96.19% for the prediction of oral cancer. Jubair et al.
[13] developed a deep convolutional neural network to pre-
dict oral cancer through binary classification of oral lesions
and achieved an accuracy of 85%. Here one-way ANOVA
is used to test the null hypothesis of samples [14] with more
than two groups. Shaharum et al. [15] performed a one-way
ANOVA test for the feature selection and produced a bet-
ter classification accuracy of 93.33% for automatic wheeze
detection using an artificial neural network. Sheikhan et al.
[16] introduced a modular neural-support vector machine al-
gorithm to increase the accuracy of speech emotion recog-
nition by 2.2%, using the ANOVA feature selection method.
Elssied et al. [17] implemented ANOVA F-test for the fea-
ture selection on the e-mail dataset to improve the limitation
of support vector machines in e-mail spam classification. In
[18], the authors have examined the oral cancer treatment
in depth using principal component analysis. In [19], the
authors have discussed the detection of oral cancer at the
early stage and followed by appropriate treatment can in-
crease cure rates up to 80%. In [20], the authors developed
an artificial neural network for the prediction of oral cancer
followed by ten cross-validation folds, obtaining an accuracy
of 78.95%.
The key contributions of this paper are summarized as fol-
lows:

• We have prepared a dataset for oral cancer treatment
plans for patients to train machine learning models to
guide patients for future follow-ups.

• We have used a one-way ANOVA test to identify and
remove redundant features from the dataset.

• We have proposed a hybrid model based on an ensemble
learning approach that improves the classifier’s overall
performance.

• We have created a web application that guides patients
to consult with the doctor for an oral cancer treatment
plan.

The rest paper is organized as: Section 2 summarizes the re-
lated work for the machine learning method. Section 3 spec-
ifies the dataset attributes and corresponding features selec-
tion using the one-way ANOVA test. Section 4 discusses the
proposed methodology for training the model using machine
learning algorithms. Section 5 shows the experimental re-
sults of predictions and our design of a web application for
oral cancer treatment plans.

II. Related Work

This section discusses state-of-the-art machine learning algo-
rithms for predicting oral cancer treatment plan for patients.

A. Polynomial Regression

Polynomial regression relates dependent and independent
variables of nth degree polynomial. Such a model fits well
in cases when the relationship between dependent and inde-
pendent variables is non-linear. This model minimizes cost
function as given in Equation (1) by fitting data points to a
polynomial line.

Y = θ0+θ1X+θ2X
2+ ...+θmXm+residualerror (1)

Here, Y and X are dependent and independent variables, re-
spectively, and θ0, θ1, ..., θm are weights to mth degree poly-
nomial. As the degree of polynomial m increases, it will give
a better R-square value. However, using polynomial models
of degrees higher than 2 or 3 causes overfitting. It uses the
same method as linear regression for training the model but
supports a higher polynomial degree. After applying the cost
function, the output is predicted. Next, find R-square and
MSE values for same, analyze the training model, and make
necessary changes to get minimum MSE and higher R-square
value.

B. K-Nearest Neighbor

A K-nearest neighbor searches for the nearest point to the
input point from the given data set [21]. The algorithm clas-
sifies the cases based on the majority votes of its K neigh-
bors using test data. In this method, firstly, the data points
are transformed into mathematical values. After that, it will
find the distance between these data points. The distance be-
tween data points and test data is computed to determine the
probability of the point being similar to test data. It is classi-
fied based on the data points having the highest probabilities.
The distance between data points and test data is calculated
through euclidean distance. The Euclidean distance DPQ be-
tween two points with coordinated P (x1, y1) and Q(x2, y2)
in the same plane is as given in Equation (2).

DPQ =
√

(x1 − x2)2 + (y1 − y2)2 (2)

For the given K value, the class with the highest number of
data points out of all classes, depending on the nearest K-
neighbors, is assigned to the given data point. Based on the
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distance computed, the input x is assigned to the class that
has the highest probability given by Equation (3).

P (y = j|X = x) =
1

k

∑
iϵA

I(y(i) = j) (3)

C. Artificial Neural Network

Artificial neural networks (ANN) models are derived from
the biological learning process of the human brain and are
helpful in classification or pattern recognition tasks. ANN
consists of many interconnected neurons called nodes con-
nected through network-making networks [22].

Figure. 2: Artificial Neural Network Architecture

As shown in Fig. 2, each node computes inner product of in-
put samples xi and weights wi and add bias b into it. Next, a
transfer function f normalize this output. Similarly, all other
outputs are predicted at each hidden layer node as shown in
Equation (4).

a = f

(
r∑

i=1

wi · xi + b

)
(4)

The transfer function f is a non-linear function like sigmoid,
logistic, soft plus, rectified linear unit (ReLU), 1eaky ReLU,
etc. ANN is a supervised learning approach by which the
model is trained and compares the predicted output with the
desired output. The mean square error (MSE) is calculated
for the given ANN model. The backpropagation network
minimizes MSE by updating the weights on the neural con-
nection in the multiple layers. The mean square error func-
tion F (x) at iteration k is given by Equation (5).

F (x) = [tk − ak]
2 (5)

An mth layer weights and biases at iteration k are updated as
shown in Equation (6) and Equation (7).

wm
i,j(k + 1) = wm

i,j(k)− α
∂F

∂wm
i,j

(6)

bmi (k + 1) = bmi (k)− α
∂F

∂bmi
(7)

Here α represents the learning rate and wi,j represents
weights of connection between neuron i and neuron j.

III. Attributes and Feature Selection

This section summarizes different attributes of a dataset that
includes key features for oral cancer treatment of a patient.
Next, a set of useful features are selected based upon their
P-values using the ANOVA test.

A. Attributes

The details mentioned in Table 1 are the case of a particular
patient. Attribute name age is the age of the patient in years;
Gender is attributed by M (for male) and F (for female); Oral
cancer is caused because of consumption of tobacco, alco-
hol, or snuffing (Yes-1; No-2); Cause of Oral Cancer is be-
cause of consuming (Tobacco-1; Alcohol-2; Snuffing-3); Di-
agnose with which type of cancer (Mandible Bone-1; Palate-
2; Cheek-3; Lip-4; Buccal Mucosa-5; Tonsil-6; Tongue-7);
On which side the occurrence of cancer is observed (Left-1;
Right-2; Upper-3; Lower-4); Patient can do jaw movement
or not (Present-1; Absent-2); After operation how much the
patient can open mouth in a number of fingers as an aver-
age person can open mouth till four fingers; After treatment
how much mouth patient can open in a number of fingers;
Number of times patient is required to perform the exercise;
The doctor should be consulted after the duration of in weeks
[23].

Table 1: Data Summary

Attribute Name Range
Age 21-83

Gender M-F
Consumption 1-2

People Consuming 1-3
Diagnosis 1-7

Side 1-4
Jaw Movement 1-2

Mouth Opening Before Treatment 0.5-1
Mouth Opening After Treatment 0.5-3.5

Repetition of Exercise 10-70
Duration to consult a doctor 1-10

B. Feature Selection

The feature selection method identifies a redundant set of
features and reduces its dimensionality. As a result, feature
selection reduces the number of computations for training.
In this study, feature selection is done using the analysis of
variance (ANOVA) test. ANOVA tests the null hypothesis
depending on the statistical differences among the means of
two or more groups. The null hypothesis is no difference in
mean between two groups and in the alternative hypothesis
mean between the groups is not equal. So, the dominance of
the feature is decided on the acceptance or rejection of the
hypothesis. The variance between the two groups is com-
pared in the ANOVA test, after which P-value and the F-test
statistics are obtained.
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Table 2: P-value of Input Features for Repetition

Feature P-value F-Test
Gender 0.76 0.094

Age 0.48 1.0
Consumption 0.41 0.65

People Consuming 0.13 2.06
Diagnosis 4.80e-43 51.95

Side 0.043 2.72
Jaw Movement 2.79e-82 530.96

Mouth Opening Before Treatment 1.65e-24 177.50
Mouth Opening After Treatment 0.0 149479.36

Table 3: P-value of Input Features for Duration

Feature P-value F-Test
Gender 0.75 0.099

Age 0.48 0.99
Consumption 0.42 0.64

People Consuming 0.12 2.13
Diagnosis 2.69e-39 48.19

Side 0.045 2.69
Jaw Movement 6.88e-71 453.89

Mouth Opening Before Treatment 3.44e-23 170.45
Mouth Opening After Treatment 0.0 47609.58

From the P-value statistics, acceptance or rejection of the null
hypothesis is done. If the variance obtained between two
groups is the same, the corresponding feature has no impact
on the response variable.
H0: All means are equal.
H1: All means are not equal.
P-value consists of the probability of random chance, some-
thing having equal probability, and probability of something
rare. A threshold of 0.05 is decided for P-value for deciding
the dominance of the feature. The features having P-value
less than 0.05 have the maximum impact on the response
variable.
From Table 2 and Table 3, it is observed that diagnosis, side,
jaw movement, mouth opening before treatment, and mouth
opening after treatment are the most dominating features.
Their P-value is less than 0.05, which states that those fea-
tures are highly dependent on response.

IV. Proposed Methodology

The proposed method applies state-of-the-art ML algorithms
to suggest an oral cancer treatment plan to the patient.

A. Methodology

For experiment purposes, we have divided the dataset for
training and testing in the proportion of 80:20. The input
data is given, and feature selection is made based on a one-
way ANOVA test as discussed in feature selection. The most
dominating five features are selected based on the P-value,
and different models are trained. Then the testing data is
given following the same procedure for the prediction of rep-
etition and duration as shown in Fig. 3. For notation pur-

poses, we will denote model 1 and model 2 for the prediction
of repetition and duration in weeks, respectively.

1) Polynomial Regression

The data is first given to the model in our proposed frame-
work, and the different degree values are applied to train the
model. The values of the degree applied are varied from 2
to 10. Then the regression model is fitted, and the R-square
value of the model is observed. After seeing the R-Square
value for different polynomial degrees, the degree of 3 gives
the highest R-square value. As the degree increases, it starts
overfitting the data. Therefore, the degree of the polynomial
used here is three. The R-square value obtained for predic-
tion of repetition in model 1 is 0.99, and that for prediction
of duration in model 2 is 0.98.

2) K-Nearest Neighbor

In our proposed framework, first, the data is given to the
model, and the regression technique is applied. We have
two separate models for predicting repetition and duration
named model 1 and model 2, respectively. Both models
are trained and validated with 10-fold cross-validation. For
model 1 the R-square value and MSE are 0.989 and 2.94 and
for model 2 are 0.985 and 0.115. For classification using K-
nearest neighbor, the choice of K is crucial. Smaller values
of K make the decision boundaries unstable that increase the
chances of false prediction. As a result, data starts under-
fitting the model. As the value of K increases, the decision
boundary layer becomes smoother, leading to better predic-
tion. We chose K to be 5 for a smooth boundary condition
that leads better prediction in our proposed framework. The
odd value of K is selected for better prediction between the
two groups. The classification performance through 5 near-
est neighbors is shown in Fig. 4a. From Fig. 4 of the con-
fusion matrix of repetition and duration, it is observed that
from 209 samples of testing data, 198 samples are predicted
correctly, and error occurred while predicting for the other
11 samples. These 11 samples actually belong to the other
classes; instead, they are predicted as shown in the confusion
matrix. The accuracy obtained in model 1 is 95% and model
2 is 96%.

3) Support Vector Machines

Support vector machines are supervised machine learning al-
gorithms. Support vector machines work based on kernel
functions. Support vector machines are used for classifica-
tion as well as regression analysis. Here the regression tech-
nique is applied to the dataset. Different kernels like linear,
poly, Radial Bias Function (RBF) and sigmoid are applied,
and each case’s accuracy is observed. Based on training and
testing data, the accuracy of 99% is obtained in the linear
kernel, which is the highest among all kernels. Such a linear
kernel yields the R-square value of 0.981. Similarly, for the
prediction of duration, different kernels are analyzed.

4) Artificial Neural Network

In our proposed model, the artificial neural network structure
consists of an input layer, five hidden layers, and an output
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Figure. 3: ML approach to suggest oral cancer treatment plan

layer to predict repetition. The number of neurons in the
first hidden layer is varied from 8 to 30, in the second hid-
den layer are varied from 6 to 15, in the third hidden layer
are varied from 2 to 15, and similarly for the remaining two
hidden layers. After performing a certain number of itera-
tions and observing the MSE for the same, the number of
nodes in the hidden layers is obtained. The structure of the
ANN giving the best results is n: 13:13:13:13:13:1, where
the n represents the numbers of nodes in the input layer, the
hidden layers have 13,13,13,13 and 13 nodes, and the output
layers had one node. The architecture of the specified artifi-
cial neural network is shown in Fig. 5. The model is trained
with these specifications and the ReLU activation function,
and the R-square value of 0.931 is achieved. The loss ob-
tained during training the model is shown in Fig. 6.
The artificial neural network structure consists of has an in-
put layer, two hidden layers, and an output layer to predict
duration. After performing a certain number of iterations and
observing the MSE value for the same, the number of nodes
in the hidden layers is obtained. The structure of the ANN
giving the best results is n:30:30:1, where the n represents the
numbers of nodes in the input layer, the hidden layers have
30 and 30 nodes, and an output layer has one node. The ar-
chitecture of the specified artificial neural network is shown
in Fig. 7.
The model is trained with these given specifications, and the
sigmoid activation function at the output layer yields an R-
square value of 0.865. The loss obtained during training the
model is shown in Fig. 8. Also, MSE values for both out-
put repetition and duration are 21.633 and 1.08, respectively.
As it is observed from Fig. 8 at each epoch, the loss is de-

creasing, and the early stopper is used to stop training the
model after convergence. Here the numbers of epochs are
set to 2000 along with the early stopper. After the conver-
gence is obtained, the model stops learning, and the R-square
value for the same is obtained. In this proposed architecture,
the converged curve is obtained at the smaller numbers of
epochs.

B. Principal Component Analysis

Principal component analysis (PCA) is an unsupervised
method that extracts the most relevant information from a
large, noisy dataset. It is a linear transformation of the data
that minimize the redundancy and maximizes the informa-
tion. PCA transforms given features into principal compo-
nents and arranges them into the most significant to the re-
dundant component. PCA eliminates the few last principle
components that do not contribute significantly. An 80% of
data is given for training the model, and 20% of data is given
for testing the model. PCA is applied to both training data
and testing data. After applying PCA, polynomial regression
is applied to model 1 and model 2 to predict repetition and
duration. The R-square value obtained in model 1 and model
2 is 0.99 and 0.98.

C. Hybrid Model

As it is observed that, the ANN algorithm has the lowest ac-
curacy among all the models. Therefore, the hybrid model
that combines different models to improve overall accuracy
is developed. Here a polling-based hybrid model is de-
veloped for oral cancer treatment plan prediction using the
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(a) Confusion Matrix for Repetition

(b) Confusion Matrix for Duration

Figure. 4: Performance of K-nearest neighbor for to suggest
treatment plan

dataset given as discussed above. Polling is the implemen-
tation of an ensemble learning algorithm in which the final
prediction accuracy can be increased by giving proper im-
portance to the responses obtained and assigning appropri-
ate weight to them. In this method, two outputs are classi-
fied as repetition and duration. The implementation uses two
different models for the classification ANN and k-nearest
neighbor classifier. Fig. 9 shows the methodology proposed
and the flow observed. The training dataset must not overfit
the model as it leads to high biasing. The trained model is
used for the testing process to observe the resultant accuracy.
From Fig. 9 it is observed that ANN and k-nearest neigh-
bor classifier models are being trained. For obtaining the fi-
nal output polling mechanism is used, in which the output is
predicted by assigning the appropriate weights to the output
obtained from individual models. A one-way ANOVA test is
applied for feature selection, and depending on the P-value
obtained; the dominating five features are selected.
The architecture consists of two models, ANN and k-nearest
neighbor classifier. Initially, 80% of data is given for train-
ing the model, and 20% of data is for testing the model. The
ANN and k-nearest neighbor classifier models are trained,
followed by ten cross-validation folds. After the models

Figure. 5: The architecture of ANN for Repetition

Figure. 6: Loss obtained for Repetition

are trained, polling is done by providing the appropriate
weights to the output obtained from the individual model.
The weights for the polling mechanism are decided based
on the R-square value obtained. Two-hybrid models are de-
signed for the prediction of repetition and duration. After
training the model and assigning the appropriate weights,
testing data is given to the hybrid model, and the R-square
value for the same is observed. The R-square value obtained
in both the hybrid models is 0.98. The R-square value ob-
tained is higher than obtained in the individual trained mod-
els of ANN and k-nearest neighbor classifier. Thus, the usage
of a hybrid model results in better accuracy for prediction.

V. Experimental Results

This section illustrates the performance of Machine Learning
models to predict oral cancer treatment plans. Further, this
section includes a developed web application for predicting
treatment plans for an oral cancer patient.

A. Performance of Machine Learning models

The R-square value and mean squared error (MSE) of model
1 and model 2 are shown in Table 4. Model 1 predicts the
number of repetitions and model 2 predicts the duration in
weeks. From Table 4, it is observed that polynomial re-
gression has the highest value of the R-square of 0.99 for
model 1 and 0.983 for model 2, and the lowest value of the
mean squared error (MSE) of 0.0123 for model 1 and 0.132
for model 2. The hybrid model also predicts the best with
the R-square of 0.987 and 0.986 for model 1 and model 2.
Next is the k-nearest neighbor, followed by principal com-



Prediction of Oral Cancer Treatment Plan using Machine Learning 414

Figure. 7: The architecture of ANN for Duration

Figure. 8: Loss obtained for Duration

ponent analysis with polynomial regression, support vector
machines, and artificial neural network. Therefore, polyno-
mial regression is the best algorithm for predicting the oral
cancer treatment plan of patients based on the attributes pro-
vided in the dataset.
As observed, the R-square value obtained while training the
ANN is the lowest of all; the new hybrid approach is pro-
posed by using the polling mechanism. The hybrid model
consists of two trained models, ANN and k-nearest neighbor
classifier. The k-nearest neighbor classifier model is used
along with the ANN model to increase its accuracy, which
is the significant advantage obtained. The R-square value
obtained in the hybrid model and polynomial regression are
almost the same. As a result, any of the algorithms can be
used to predict an oral cancer treatment plan.
Table 5 and Table 6 shows that the precision value obtained
indicates the accuracy of positive prediction. Recall value in-
dicates the fraction of positive instances that were identified
correctly. F1-score is the harmonic mean of precision and
recall and is lower than the accuracy obtained. F1-score is
maximum when the precision is equal to recall. The best F1-
score is 1.00, and the worst is 0.0. In the K-NN classification
algorithm, an accuracy of 95% is obtained for repetition and
96% for the duration.

Table 4: R-square Value and MSE of algorithms

Algorithm Model R-square
value MSE

Polynomial Regression Model1 0.999 0.0123
Model2 0.983 0.132

Support Vector
Machine

Model1 0.981 5.312
Model2 0.981 0.148

K-Nearest
Neighbor Regression

Model1 0.989 2.94
Model2 0.985 0.115

Artificial Neural Network Model1 0.931 21.633
Model2 0.865 1.08

PCA with
Polynomial Regression

Model1 0.999 0.237
Model2 0.981 0.152

Hybrid Model Model1 0.987 3.509
Model2 0.986 0.107

Table 5: Classification Report of Repetition for K-NN Algo-
rithm

Repetitions Precision Recall F1-score
10 0.88 1.00 0.93
20 0.92 0.83 0.87
30 0.91 1.00 0.96
40 1.00 0.92 0.96
50 0.97 0.97 0.97
60 0.97 0.94 0.95
70 0.94 1.00 0.97

Table 6: Classification Report of Duration for K-NN Algo-
rithm

Weeks Precision Recall F1-score
1 0.94 1.00 0.97
2 0.97 0.94 0.95
4 0.97 0.97 0.97
5 1.00 0.92 0.96
8 0.91 1.00 0.96
9 0.93 0.90 0.91

10 1.00 1.00 1.00

B. Web Application Development

A front-end web application was designed using an anvil
platform. The user interface is designed with a simple drag,
and drop mechanism. Anvil is a platform used for building
web apps using python. The end-to-end user application is
designed to predict the oral cancer treatment plan, depend-
ing on the input entries done per the patient’s condition. The
treatment plan will predict the number of times the exercise
is required to be performed by the patient and consult the
doctor for the same after what duration. The link for the
same is generated. In the back end, the polynomial regres-
sion algorithm of machine learning is linked with the online
server connects of the anvil for predicting the output based on
the user’s entry, as the highest R-square value and minimum
MSE are obtained while training the model of polynomial
regression. A sample web application page is shown in Fig.
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Figure. 9: Hybrid Model Architecture

10. The treatment plan predicted for the oral cancer patient
by the algorithm is shown in Fig. 11.

Figure. 10: Web Page of Application

The anvil includes complete PythonServer modules, an ordi-
nary CPython interpreter, just like running the own machine.
Thus, the web application designed may provide ease to the
doctors for consulting the patients. In India, many patients
are found clueless regarding their disease; as a result, this
application will help and guide them. Thus, the anvil web ap-
plication will help the patient and make them aware of their
disease on a precautionary basis; this will also create ease for
the doctors.

VI. Conclusion

In this paper, we have created a dataset for an oral cancer
treatment plan. Different classification and regression tech-

Figure. 11: Treatment Plan Predicted

niques like polynomial regression, artificial neural network,
k- nearest neighbor, and support vector machines are applied
to the generated dataset. We have used a one-way ANOVA
test for dimensionality reduction of the feature set using P-
value statistics. The most dominating, optimal five features
out of nine are selected from the P-value of the features ob-
tained. This optimal feature set is applied to the different
models and evaluated using R-square value and MSE. From
all the algorithms used, polynomial regression gives the high-
est R-square value and minimum MSE. Our implemented
polynomial regression achieves an MSE of 0.0123 for repeti-
tion and 0.132 for the duration of weeks. Similar results are
found for principal component analysis applied along with
polynomial regression. Our proposed hybrid approach com-
bines an artificial neural network and a k-nearest neighbor
classifier to enhance the classifier’s performance. Such an
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ensemble learning approach improves overall R-square value
and MSE results. Thus, the proposed hybrid model can also
be used as an alternative to polynomial regression.
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