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Abstract

In this paper, we have proposed a novel method for
two-dimensional shape object recognition and retrieval. The
proposed method is based on Ridgelet Principal Component
Analysis (Ridgelet PCA). In our proposed approach we first
use the ridgelet transform to extract line singularity features
and point singularity features by applying the radon and
wavelet transform respectively and then applying PCA to
extract the effective features. For recognition and retrieval
we have conducted a study by using seventeen different
distance measure techniques. The training and testing pro-
cess is conducted using leave-one-out strategy. The retrieval
process is carried out by considering standard test ’bullseye’
score. The proposed method is tested on the collected
standard dataset MPEG-7. Experimental results of Ridgelet
PCA are compared with the existing PCA method, which
show that our approach results are favorable compared to
the reference methods, in terms of recognition and retrieval
rate.

keywords : 2D Object Recognition, Retrieval, Principal
Component Analysis, Ridgelet Transform, Distance Measure
Techniques.

1. Introduction

Artificial intelligence is a field in which machines are
trained and equipped with all the senses of human being,
like smell sense, touch sense, hearing sense, taste sense and
vision sense. Machine vision is a field which depicts the
effect of human eye in the case of machine. Computer vision
is the ability to view and recognize object in a scene. In the
recent year computer vision have made enormous progress
in this field to achieve high quality visual perception and
object recognition. To recognition an object, their are several
properties that can be used for the purpose of recognition and
classification, like object shape, object color, object texture
and object brightness. Of all the properties shapes is the
most intrinsic feature used for recognition of objects. Shape
representation is done using two major approaches, one the

boundary based approach which uses contour information
and the second approach needs a holistic representation,
requiring general information about the shape [15].

Bribiesca and Wilson [7], presented a approach for 2D
shape object dissimilarity. The shape of the different object
to be compared are mapped to a representation invariant
under translation, rotation and Scaling. Bandera et al [1],
proposed a algorithm, were contour are represented by their
curvature function, decomposed in the Fourier domain as lin-
ear combination of a set of representative object and object
are identified by multilevel clustering. Kumar and Rockett
[19], proposed a method representing scaling, translation and
rotation based on the invariance properties of angle of the
triangle which are used to construct signature histogram
of local shape. Guerra [3], presented a approach using
reconfigurable mesh architecture with horizontal and vertical
broadcasting. The object models are described in terms of
a convex/concave multiscale boundary decomposition that
is represented by a tree structure. Khalil and Bayoumi [11],
proposed a method to recognize 2D object under translation,
rotation and scale transformation, using the technique based
on the continuous wavelet transform and neural networks.
Mcneill and Vijaykumar [8], present a corresponding-based
technique for efficient shape classification and retrieval.
Shapes are represented by a large number of points on the
boundary, the points lie at fixed intervals on the boundary
or radial angle. Which gives a robust description of shapes.
Belongie et al [2], present a method to measure similarity
between shapes, and exploit it for recognition. In this
framework it solves for correspondences between points on
the two shapes, by using the correspondence to estimate an
aligning transforms.

Nagabhushan et al [16], propose a technique which is
based on 2-Directional 2-Dimensional Fisher’s Linear Dis-
criminate analysis for object/face representation and recog-
nition. Sun et al [20], propose a method that employs
the eigen-values of covariance matrix, re-sampling, and
autocorrelation transformation to extract unique features,
and then use minimum euclidean distance method and
backpropagation neural networks for classification. Nam et
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al [17], presented a scheme for similarity-based leaf images
retrieval. The method compares the effective measurement
of leaf similarity, by considering shape and venation fea-
tures. Arodz [21], proposed a method using the radon
transform properties to drive the invariant transformation
involving translation compensation, angle representation and
1-D Fourier transform. Daliri and Torre [15], proposed a
algorithm based on dynamic programming to find the object
match.

From the literature survey carried out, it is clearly evident
that method device so far on shape based object recognition
have their own merits and demerits. So a detail observation
was made and conclusion was drawn that, new methods
can be tried to over come the short coming in the existing
methods.

Bandera et al [1], method work with reduced number of
input pattern and its required error rate to be reduced in
clustering process. Bribiesca et al [7], in this method when
shapes are irregular, the extraction of feature or primitive is
difficult. Daliri and Torre [15], method is more complex and
it is found that it is not the fastest approach in recognition
of shapes in the objects. Du et al [6], The MMC classifier
method can work with only limited features and with 20
species of plant leaves. Mai et al [13],method limitation
is that the curves for registration are to be closed, and it
has problems in dealing with occlusion cases. Mcneill et
al [8], method ML classifier is not robust to the increased
probability of the algorithm, and decreases performance as
well. Ruberto et al [5], the method has short coming in
effective and efficient discrimination between shapes and in
handling noise and occlusion.

The present paper is organized into following section.
In section 2 we will discuss the proposed method for
recognition and retrieval. Section 3 presents the experimental
results. section 4 we discuss the analysis of result and in
section 5 we present the discussion and conclusion.

2. Proposed Method

In this section, we explain the idea of proposed method
for object recognition and retrieval. The proposed method
consists of two stages. The first stage consists of applying
Ridgelet Transform, second stage consists of applying PCA.

2.1. Ridgelet Transform

The Ridgelet Transform is the combination of Radon
Transform and One Dimensional Wavelet Transform. The
Radon transform have received wide range of application
in recent years. This transform is able to transform two
dimensional images with lines into a domain of possible
line parameters, where each line in the image will give a
peak positioned at the corresponding line parameters. This
have lead to many line detection applications within image

processing. [14], One dimensional wavelet transform are
efficient at representing zero-dimensional or point singular-
ity. Therefore the ridgelet transform is used to map line
singularity into point singularity precisely.The continuous
ridgelet transform, defined by [10], produced from the Radon
transform, instrumental in its implementaion [9].

Given an integrable bivarite function f(x1, x2) its Radon
transform (RDN) is defined by

RDNf (θ, t) =
∫

R2
(f(x1, x2)δ(x1cosθ+x2sinθ−t))dx1dx2

(1)
The radon transform operator maps the spatial domain

into the projection domain (θ, t), in which each point cor-
responds to straight line in the spatial domain. Conversely,
each point in the spatial domain becomes a sine curve in the
projection domain.

The continuous Ridgelet transform (CRT) is simply the
application of a mono-dimensional wavelet (ψab(t)) =
a−1/2ψ((t− b)/a) to the slice of the radon transform:

CRT(a,b,θ) =
∫

R
ψa,b(t)RDNf (θ, t)dt. =

=
∫

R2(ψa,b,θ(x1, x2)f(x1, x2)dx1.dx2.

where the ψa,b,θ(x) in 2-D are defined from a wavelet-
type function ψ(t) as:

ψa,b,θ(x1, x2) = a−1/2ψ((x1cosθ + x2sinθ − b)/a). (2)

This show that the ridgelet function is constant along the
lines where x1cosθ + x2sinθ = const.

Wavelets are very effective in representing objects with
isolated point singularities, while ridgelets are very effective
in representing objects with singularities along straight lines.

Discrete transform is needed, to apply ridgelet to a digital
images. For this reason Do and Vetterli[16] have proposed
Finite Ridgelet Transform (FRIT). FRIT is based on the
Finite Radon Transform (FRAT), which is defined as sum-
mation of image pixels over a certain set of lines. Those
lines are defined in a finite geometry in a similar way as the
lines for the continuous Radon transform in the Euclidean
geometry. Denote Zp = 0, 1, ...., p− 1, where p is a prime
number and Zp is finite field with modulo p operations.

The FRAT of real discrete function f on the finite grid
Z2

p is defined as:

FRATf (k, l) =
1
√
p

∑
(i,j)∈Lk,l

f(i, j). (3)

Here Lk,l denotes the set of points that make up a line
on the lattice Z2

p , i.e.

Lk,l =
{

(i, j) : j = (ki+ l)(modp), i ∈ Zp if 0 ≤ k ≤ p
(l, j) : j ∈ Zp if k = p
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Most of the energy information can be found in the low-
pass of ridgelet image decomposition. Normally, feature
vectors are typically several thousands elements wide [4].

2.2. Principal Component Analysis

To reduce the large dimension feature vector of Ridgelet
Transform, we apply PCA [12].The PCA method uses the
Karhunen-Loeve transform to produce the most effective
subspace for image representation and recognition. In our
study we use PCA method for effective feature extraction
from the out come of ridgelet transform. The PCA technique
is explained as fallows:

Let M be the number of vectors of size N(L× L), pi’s
be the pixel values and i = 1, ...,M .

xi = [p1...pn]T (4)

The images are mean centered by subtracting the mean
image from each image vector. Let m represent the mean
image which is N × 1.

m =
1
M

M∑
i=1

xi (5)

Next the covariance matrix C is calculated using:

C =
1
M

M∑
i=1

wiw
T
i (6)

Next the eigenvectors ei and the corresponding eigenval-
ues λi are calculated. From the above M eigenvectors, only
k should be chosen corresponding to largest eigenvalues.
The eigenvectors of the highest eigenvalues describe more
characteristic features of an image. Using the k eigenvectors
ei and i = 1, . . . ,M feature extraction computed by PCA
is as follows:

Fi = eT
k (xi −m) (7)

When we have feature vector Fi of each image, identifi-
cation of a image can be performed. After projecting a new
unknown image into the eigenspace we get its feature vector
Finew.

Then after calculate the distances between unknown im-
age and each known image using different distance measure
classification techniques for classification purpose.

2.3. Distance Measure Classification Techniques

Clustering is the process of grouping together object or
instance of similar type, so their should some means to
classify the object based on their similarity or dissimilarity.
Distance measure and similarity measure techniques are
used for the purpose of object classification. The distance
between two instance xi and yj is denoted as d(xi, yj).
Distance measure is also called metric distance measure if

it satisfy the properties. 1). Triangle inequality d(xi, yk) ≤
d(xi, yj) + d(xj , yk) ∀ xi, xj , xk ∈ S. 2). d(xi, yj) = 0 ⇒
xi = xj ∀ xi, xj ∈ S. A good distance measure should be
symmetric and obtain minimum value(usually zero) in case
of identical vectors.

We have explored seventeen different distance measure
techniques for classification. The distances between fea-
ture vector of trained and test images are calculated us-
ing the distance measure techniques. The techniques used
are Euclidean, Manhattan, Mahalanobis, Minkowski, Mod-
ified Manhattan, Modified Squared Euclidean, Squared Eu-
clidean, Weight Angle, Weight Manhattan, Weight Modified
Manhattan, Canberra, Modified Normed Distance, Mean
Squared Error, Weight Modified SSE, Weight SSE, Angle
and Corr. co-efficient [18].

3. Experimental Results and Comparative
Study

In this section we will present and compare the perfor-
mance of our method. The Ridgelet PCA method is tested
upon the standard MPEG-7 dataset. The MPEG-7 dataset is
a collection of both natural and artificial objects, which has
70 different object, each in a class of 20 samples, for a total
of 1400 samples. The dataset is a challenging one as it has
samples which are very dissimilar to the other samples in the
same class and samples which are very similar to samples
in the other class. By large MPEG-7 database has a good
collection of samples compared to the other database.

A notebook computer with CORE i5 processor, 2GB
RAM memory and Matlab 10.0 platform were used to
compute results. The recognition test is carried out using
the leave-one-out strategy, where one sample is left out in
a class and remaining nineteen are trained. The sample left
out of training will be tested. The sample is considered as
recognized if it test matches in the same class.

The retrieval process is carried out by considering the
standard test ’bullseye’ score, where each sample is tested.
Retrieval is considered to be correct if the test sample
belongs to the same class as being tested. The number of
correct matches in the top 40 result are counted, including
the self match. Retrieval rate for each method is reported
as percentage of the maximum possible number of cor-
rect retrievals. That is 28,000 (1400 shapes * 20 correct
retrievals) [15]. The experimental results were extracted
using seventeen different distance measure techniques. And
also the experimental results were extracted by varying the
projection vector value between 10 to 50, by increment value
in terms of 10 for recognition and retrieval.

Table 1 and 2 show the result of PCA and Ridgelet PCA,
recognition rate respectively. The recognition accuracy of
PCA is 87.50 (using mod.manhattan) shown in table 1, and
Ridgelet PCA is 89.50 (using weight sse) shown in table 2.
Retrieval rate of PCA and Ridgelet PCA, is shown in table
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Figure 1. MPEG-7 Dataset Images

3 and 4 respectively. Retrieval rate for PCA is 64.38 (using
weight.angle) shown in table 3, Ridgelet PCA is 65.97 (using
weight.angle) shown in table 4.

4. Analysis of Results

In this section we analysis the results of PCA and
Ridgelet PCA for recognition and retrieval accuracy rate.
Ridgelet PCA recognition accuracy result with Weighted
SSE (weighted sum of squared errors) distance measure
technique outperforms all the other distance measure tech-
niques mentioned. And also PCA recognition results us-
ing seventeen distance measure techniques mentioned. In
Weighted SSE distance measure the quality of clustering,
which is also know as scatter. It calculates the error of
each data point that is, its euclidean distance to the closest
centroid and then computes the total sum of the squared
error. So therefore in recognition of binary image object their
is a lesser squared error rate and its has closest centroid in
the cluster. Therefore Weighted SSE gives higher recognition
rate compared to other distance measure technique.

For the retrieval rate, Ridgelet PCA with Weighted Angle
distance measure technique outperform all other distance
measure techniques mentioned,and also PCA retrieval result
using different distance measure techniques. Weighted Angle
distance measure technique, deals with the issue of length
normalization. Because long data would be more similar
to each other by virtue of length. However data can be
implicitly normalized by taking angle instead of similarity
between vectors. For the data di and query q can be
computed as vector product. For binary vector the inner
product is a number of matched query terms in the data. For
weighted term vector it is a sum of product of the weight of
matched term. Inner product favors long data with a large
numbers of unique terms, and measures the matched terms.
Distance between vectors d1 and d2 is captured by the cosine
of the angle x between them. So the cosine measure is used
for the purpose of retrieval.

5. Conclusion

Recognition and retrieval plays a important role in the
field of computer vision applications. Developing an efficient
and accurate system for recognition and retrieval is a real
challenge as extracting shape based features in comparison
with, complex and extraordinary human vision perception
is not a easy job. In this paper, we have made a study
and comparison of shape based feature extraction and repre-
sentation methods. The Ridgelet PCA, method is tested on
MPEG-7 database, which has a collection of 70 different
type of object, categorized as 70 class with 20 samples in
each of them (70 x 20 = 1400). The recognition process
is conducted using leave-one-out strategy. And the retrieval
rate are computed by counting the top 40 matches in the
test query. Seventeen different distance measure techniques
for categorization are used. And experimental results are
obtain by varying the projection vector value between 10
to 50, in increments of 10. The comparative study of the
methods result is done, and it is found that the Ridgelet PCA
has better and encouraging result, to that of PCA in terms
of recognition and retrieval. In the Ridgelet PCA, Ridgelet
transform map the line singularity into point singularity in
the radon transform. Then the wavelet transform is used to
effectively handle the point singularity in the radon domain.
Which allows features extraction in a highly efficient man-
ner.
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