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Abstract: In this article we discuss relations between the so-called complex networks and dynamics of evolutionary algorithms. The main aim of this article is to investigate whether it is possible to model (or visualize) evolutionary dynamics as complex networks, whose connections will represent interactions amongst the individuals during all generations. Our simulations are based on selected evolutionary algorithms (2 algorithms in 10 versions) and 16 test functions. Data obtained through the simulations were processed graphically as well as statistically.

Keywords: evolutionary dynamics, complex networks, differential evolution, SOMA.

I. Introduction

In this article, we try to merge two completely different (at first glance) areas of research: complex networks and evolutionary computation.

Large-scale networks, exhibiting complex patterns of interaction amongst vertices exist in both nature and in man-made systems (i.e., communication networks, genetic pathways, ecological or economical networks, social networks, networks of various scientific collaboration, Internet, World Wide Web, power grid etc.). The structure of complex networks thus can be observed in many systems.

The word “complex” networks \cite{1, 2} comes from the fact that they exhibit substantial and non-trivial topological features, with patterns of connection between vertices that are neither purely regular nor purely random. Such features include a heavy tail in the degree distribution, a high clustering coefficient, hierarchical structure, amongst other features. In the case of directed networks, these features also include reciprocity, triad significance profile and other features.

Amongst many studies, two well-known and much studied classes of complex networks are the scale-free networks and small-world networks (see examples in Figures 1 and 2), whose discovery and definition are vitally important in the scope of this research. Specific structural features can be observed in both classes i.e. so called power-law degree distributions for the scale-free networks and short path lengths with high clustering for the small-world networks.

Research in the field of complex networks has joined together researchers from many areas, which were outside of this interdisciplinary research in the past like mathematics, physics, biology, chemistry computer science, epidemiology etc...

Evolutionary computation is a sub-discipline of computer science belonging to the “bio-inspired” computing area. Since the end of the second world war, the main ideas of evolutionary computation has been published \cite{3} and widely introduced to the scientific community \cite{4}. Hence, the “golden era” of evolutionary techniques began, when Genetic Algorithms (GA) by J. Holland \cite{4}, Evolutionary Strategies (ES), by Schwefel \cite{5} and Rechenberg \cite{6} and Evolutionary Programming (EP) by Fogel \cite{7} had been introduced. All these designs were favored by the forthcoming of more powerful and more easily programmable computers, so that for the first time interesting problems could be tackled and evolutionary computation started to compete with and became a serious alternative to other optimization methods.

The main idea of our research is to show in this article that the dynamics of evolutionary algorithms, in general, shows properties of complex networks and evolutionary dynamics can be analyzed and visualized like a complex network. This article is focused on observation and description of complex networks phenomenon in evolutionary dynamics. Possibilities of its use are discussed at the end.

II. Motivation and Preliminaries

Motivation of this research is quite simple. As mentioned in the introduction, evolutionary algorithms (EA) are capable of hard problem solving. A number of examples on evolutionary algorithms can easily be found. EAs use with chaotic systems has been done for example in \cite{8} where EAs has been used on local optimization of chaos, \cite{9} for chaos control with use of the multi-objective cost function or in \cite{10, 11} where evolutionary algorithms have been studied on chaotic landscapes. Slightly different approach with evolutionary algorithms is presented in \cite{12} where selected algorithms were used to synthesize artificial chaotic systems.
In [13, 14] EAs has been successfully used for real-time chaos control and in [15] EAs was used for optimization of Chaos Control.

Other examples of evolutionary algorithms application can be found in [16], which developed statistically robust evolutionary algorithms, alongside research conducted by [17]. Parameters of permanent magnet synchronous motors has been optimized by PSO and experimentally validated on the servomotor. Another research was focused on swarm intelligence, which has been used for IIR filter synthesis, co-evolutionary particle swarm optimization (CoPSO) approach for the design of constrained engineering problems, particularly for pressure vessel, compression spring and welded beam, etc. Another research base on EAs has been done in [18] where EAs has been used for fast and accurate watermark retrieval or in [19] - Differential Evolution has been analysed on variants on unconstrained global optimization problems.

On the other side, complex networks, widely studied across many branches of science are promising and is a modern interdisciplinary research. EA’s based on its cannonical central dogma (following Darwinian ideas) clearly demonstrate intensive interaction amongst individual in the population, which is, in general, one of the important attributes of complex networks (intensive interaction amongst the vertices).

The main motivation (as well as a question) is whether it is possible to visualize and simulate underlying dynamics of an evolutionary process like a complex network. The reason for this undertaking is because various techniques for analysis and control of complex networks currently exist and if a complex network structure would be hidden behind EA dynamics, then we believe, that for example the above-mentioned control techniques could be used to improve the dynamics of EAs. All experiments here were designed to analyse and either confirm or reject this idea.

III. Experiment Design

A. Selected algorithms and its settings

For the experiments described here, stochastic optimization algorithms, such as Differential Evolution (DE) [20] and Self Organizing Migrating Algorithm (SOMA) [21], have been used. Application of alternative algorithms like GA and Simulated Annealing (SA), ES and/or Swarm Intelligence are now in process.

All experiments have been done on a special server consisting of 16 Apple XServer (2 x 2 GHZ Intel Xeon, 1 GB RAM), each with 4 CPU, so in total 64 CPUs were available for calculations. It is important to note here, that such technology was used to save time due to a large number of calculations, however it must be stated that evolutionary identification described here, is also solvable on a single PC (with longer execution time). For all calculations and data processing, Mathematica version 7.0.1.0 was used.

![Figure 1. Example of a small network.](image)

![Figure 2. Example of a more complex network with multiple edges and selfloops.](image)
population is initialized by being randomly and uniformly distributed over the search space at the beginning of the search. In each loop, the population is evaluated and the solution with the lowest cost value becomes the Leader. Apart from the Leader, in one migration loop, all individuals will traverse the searched space in the direction of the leader. Mutation, the random perturbation of individuals, is an important operation for evolutionary strategies. It ensures the diversity among all the individuals and it also provides a means to restore lost information in a population. Mutation is different in SOMA as compared with other evolutionary strategies. SOMA uses a parameter called PRT to achieve perturbations. This parameter has the same effect for SOMA as mutation for GA. The novelty of this approach lies in that the PRT vector is created before an individual starts its journey over the search space. The PRT vector defines the final movement of an active individual in the search space. The randomly generated binary perturbation vector controls the permissible dimensions for an individual. If an element of the perturbation vector is set to zero, then the individual is not allowed to change its position in the corresponding dimension. An individual will travel over a certain distance (called the PathLength) towards the Leader in a finite number of steps in the defined length. If the PathLength is chosen to be greater than one, then the individual will overshoot the Leader. This path is perturbed randomly. The schema of SOMA is depicted at Figure 24.

The primary aim here is not to show which version of EA is better or worse, but to show that dynamics of the EAs can in reality be described and analyzed as complex networks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>AllToOne</td>
<td>S1</td>
</tr>
<tr>
<td>AllToRandom</td>
<td>S2</td>
</tr>
<tr>
<td>AllToAll</td>
<td>S3</td>
</tr>
<tr>
<td>AllToAllAdaptive</td>
<td>S4</td>
</tr>
</tbody>
</table>

Table 1. Used Versions of SOMA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEBest1JIter</td>
<td>D1</td>
</tr>
<tr>
<td>DEBest2Bin</td>
<td>D2</td>
</tr>
<tr>
<td>DELocalToBest</td>
<td>D3</td>
</tr>
<tr>
<td>DERand1Bin</td>
<td>D4</td>
</tr>
<tr>
<td>DERand1DIter</td>
<td>D5</td>
</tr>
<tr>
<td>DERand2Bin</td>
<td>D6</td>
</tr>
</tbody>
</table>

Table 2. Used Versions of DE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>PathLength</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Step</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>PRT</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>PopSize</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Migrations</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>MinDiv</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Individual Length</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 3. Parameter settings of SOMA.

<table>
<thead>
<tr>
<th></th>
<th>D1 – D6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP</td>
<td>50</td>
</tr>
<tr>
<td>F</td>
<td>0.9</td>
</tr>
<tr>
<td>CR</td>
<td>0.3</td>
</tr>
<tr>
<td>Generations</td>
<td>3000</td>
</tr>
<tr>
<td>Individual Length</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 4. Parameter settings of DE.

B. Selected test functions and its dimensionality

The test functions applied in this experimentation were selected from the test bed of 17 test functions. In total 16 test function were selected as a representative subset of functions which shows geometrical simplicity and low complexity as well as functions from the “opposite side of spectra”. Selected functions (see Figure 3) were: 1st DeJong (1), Schwefel’s function (6), Rastrigin’s function (5), Ackley’s function (10) amongst others (see Equations (1)-(16)). Each of them has been used for identification of complex networks dynamics and structure in 50 dimensions (individual length was 50). Dimension is in the formulas (1) -(16) represented by variable D, so as one can see, it is easy to calculate selected functions for an arbitrary dimension. Functions (1)-(16) has been selected due to their various complexity and mainly for the fact that this functions are widely used by researchers working with evolutionary algorithms. Another reason was that the speed of convergence and thus evolutionary dynamics itself, is different for simple functions like (1) or more complex example (13).

C. Data for complex network visualization

The most critical point of this research and related simulations was as to which data and relations should be selected and consequently visualized. Based on the investigated algorithms, we believe that there is no universal approach, but rather a “personal” one, based on the knowledge of algorithm principle. Of course, some conclusions (see section Conclusion) can be generalized over a class or family of algorithms. As mentioned in the previous sections, algorithms like DE and SOMA were used. Each class of algorithm is based on a different principle. The main idea was such that each individual is represented by vertex and edges between vertices should reflect dynamics in population, i.e. interactions between individuals (which individual has been succesfuly used for offspring creation,…).

\[ \sum_{i=1}^{D} x_i^2 \]  

\[ \sum_{i=1}^{D-1} 100(x_i^2 - x_{i-1}^2) + (1 - x_i)^2 \]  

\[ \sum_{i=1}^{D} |x_i| \]


\[ \sum_{j=1}^{D} x_j^2 \]
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\[ \sum_{j=1}^{D} -x_j \sin(\sqrt{x_j}) \]

\[ 1 + \sum_{j=1}^{D} x_j^2 - \prod_{j=1}^{D} \cos(\frac{x_j}{\sqrt{D}}) \]

\[ -\sum_{j=1}^{D} \left( 0.5 + \frac{\sin(x_j^2 + x_{j+1}^2) - 0.5}{(1 + 0.001(x_j^2 + x_{j+1}^2))^2} \right) \]

\[ \sum_{j=1}^{D} \left( \sqrt{(x_j^2 + x_{j+1}^2)} \sin(50 \sqrt{(x_j^2 + x_{j+1}^2)})^2 + 1 \right) \]

\[ \sum_{j=1}^{D} \left( \frac{1}{e^x} \sqrt{x_j^2 + x_{j+1}^2} + 3(\cos(2x_j) + \sin(2x_{j+1})) \right) \]
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\[ \sum_{j=1}^{D} \left( x_j \sin(\sqrt{x_{j+1} + 1 - x_j}) \cos(\sqrt{x_{j+1} + 1 + x_j}) + \right) \]

\[ \left( x_{j+1} + 1 \right) \cos(\sqrt{x_{j+1} + 1 - x_j}) \sin(\sqrt{x_{j+1} + 1 + x_j}) \]

\[ \sum_{j=1}^{D} \left( 0.5 + \frac{\sin(\sqrt{100x_j^2 - x_{j+1}^2})^2 - 0.5}{(1 + 0.001(x_j^2 - 2x_jx_{j+1} + x_{j+1}^2))^2} \right) \]

\[ \sum_{j=1}^{D} \left( -\left( \sin(x_j) \sin(\frac{x_j^2}{\pi})^5 + \sin(x_{j+1}) \sin(\frac{2x_{j+1}^2}{\pi})^5 \right) \right) \]

\[ \sum_{j=1}^{D} e^{-\frac{20}{\pi} \cos(\frac{\pi}{4}(x_j^2 + x_{j+1}^2) + 0.5x_jx_{j+1})} \]

The SOMA algorithm, as described in [21], consists of a Leader attracting the entire population in each migration loop (equivalent of generation), so in that class of swarm-like algorithms, it is clear that the position in the population of activated Leaders shall be recorded as vertex (getting new inputs from remaining vertices - individuals) and used (with remaining part of population) for visualization and statistical data processing. The other case is DE, e.g. DERand1Bin in which each individual is selected in each generation to be a parent. Thus in DE, we have recorded only those individuals-parents, that has been replaced by better offspring (like vertex with added connections). In the DE class of algorithms we have omitted the philosophy that a bad parent is replaced by a better offspring, but accepted the philosophical interpretation, that the individual (worse parent) is moving to the better position (better offspring). Thus no vertex (individual) has to be either destroyed or replaced in the philosophical point of view. If, for example, DERand1Bin has a parent been replaced by offspring, then it was considered as an activation (new additional links, edges) of vertex-worse parent from three another vertices (randomly selected individuals, see [20]).

**Figure 3.** Figure 3. Selected test functions: 1st DeJong (a), Schwefel’s function (b) Rastrigin’s function (c) and Ackley’s function (d).

### D. Visualization methods

Experimental data can be visualized in a few different ways and as an example, a few typical visualizations is depicted here. For example in Figure 4 interactions between individuals in the population during entire evolution is described. As mentioned in the previous section, vertices in complex graph are individuals that are activated by other individuals, incrementally from generation to generation. This can be visualized as in Figure 4, where DE and SOMA population examples are depicted. Different colors represent different number of inputs to vertex (different activations of selected individual). White color represent no relations (activations) between individuals, e.g. white square between individual 6 (y axe) and 3 (x axe) means that individual 6 was never used to compete for the position in the new population or to create new offsprings with individual 2. Philosophy of competition or offspring creation is based on the principles of the used algorithm (see previous subsection).
Table of interaction, DE (left) and SOMA (right). On both axes are individuals. White color means no interaction between individuals. See SOMA (right) where diagonal white line means that the Leader individual cannot select himself. From SOMA interactions is clear that some newer individuals have been selected (white columns).

Another kind of visualization is depicted in Figure 5, in which one can see which individual (out of 50) has been activated for offspring creation (in this case selected like Leader in SOMA). Information from Figure 5 is in close relation with Figure 4 – white columns from Figure 4 (unused individuals – never selected for Leaders) are empty rows (without dots) as shown in Figure 5.

Figures 4 and 5 are sort of auxiliary visualizations, which does not give total view on complex network structure behind evolutionary dynamics. Better visualization that can be used is as in Figure 6, 7 or 8, which shows, that interactions between individuals create (at the first glance) structures, which looks like complex networks. However, it has to be said, that we have met results whose visualizations looks like net and resemble complex networks but after closer complex network characteristics calculations, those networks did not belong to the class of complex networks with small world phenomenon. Meaning of vertices in the above mentioned figures is given by ratio of incoming and outgoing edges and implies that: small vertex (small gray (pink) with dashed edges) has less incoming edges than outgoing. White (middle-sized) vertex is balanced (i.e. has the same incoming number of edges as outgoing) and dark gray (green), the biggest, are vertices with more incoming edges than outgoing. The light gray (yellow) vertex is the most activated individual – vertex with the maximum of incoming edges. In EA jargon, small vertex is an individual, which has been used more times for offspring creation rather than as a successful parent and pink vertices reflects the opposite.
To ensure that an algorithm and its dynamics actually investigated for complex network phenomenon can be really understood and modelled like a complex network, typical characteristics has been calculated, for example the distribution of vertices degree (see Figure 10).

IV. Results

As reported above, both algorithms, in 10 versions, has been tested on various test function (to reveal its complex networks dynamics) with constant level of test function dimensionality (i.e. individual length) and different number of generations (migrations) in all used algorithms. All data has been processed graphically (e.g. Figure 10-12, etc.) alongside calculations of basic statistical properties. Emergence of complex network structure behind evolutionary dynamics depend on many factors, however some special versions of used algorithms did not show complex network structure despite the fact that the number of generations was quite large. All main ideas coming from the results are discussed in the next subsection.

Figure 8. 3D visualization of complex network depicted in Figure 6.

Figure 9. An example of DERand1Bin exhibiting normal-like distribution of vertices degree, no complex networks has been observed behind the evolutionary dynamics.

Figure 10. An example of histogram exhibiting long tail distribution of vertices degree, typical result for SOMA swarmlike algorithm. Basically only one individual / vertice has more than 350 in-coming connections, while most of them (39) have less than 50. Vizualization can of course be „reversed“, i.e. if on the y axis would be No. of connections as opposed to the x axis, then similar distribution, typical for complex networks analysis and visualization, would be generated.

Figure 11. Complex network of the DELocalToBest with two of the most intensively connected vertices (individuals)...

Figure 12. ... and its histogram of the vertices connections (note that two vertices are with almost 300 connections each).
It can be stated that:

- The main motivation of this research is whether it is possible to visualize and simulate underlying dynamics of an evolutionary process as a complex network. Based on preliminary results (based only on 2 algorithms in 10 versions and 16 test function out of 17) it can be stated that:

  - **No. of generations**: occurrence of the complex network structure (CNS) sensitively depends on the number of generations. If the number of generations was small, then no CNS was established. This effect can be easily understood so that low number of generations means that EAs has not long enough "time", to establish CNS. This is quite a logical observation in complex network dynamic when CNS is not observable at the beginning of linking process. During our experiments, it has been observed that the "moment" of CNS establishment depends on the cost function dimension, population size, used algorithm and cost function. Generally, EAs searching for global extreme is at the beginning, quite random-like and when the "domain" of global extreme is discovered, then CNS is quite quickly established.

  - **Dimensionality**: impact on CNS forming has been observed when the dimension of the cost function was big and number of generations was too low. The selected EA was not able to successfully finish the global extreme search – not all connections had been properly established. Thus if high dimensional cost functions are used, then the number of generations has to be selected so that at least the “domain” of the global extreme is found. On the other side, if the number of generations (or Migrations in the case of the SOMA algorithm) is very large, then it is possible to observe the effect of "rich becoming richer", i.e. one vertex (individual) becomes the winner repeatedly, see Figures 13 and 14. This moment usually means that global extreme has been found and further searching is not necessary.

  - **Test functions**: dependence of CNS forming on the test function was not strictly observed, the general consensus being that for more complex test functions, like Schwefel (6), etc, the algorithm needs more generations to establish CNS, i.e. more complex function requires more generations and/or bigger population size. In the case of simpler functions like 1st De Jong (1) and low dimensions, the global extreme is quickly found and phase of CNS creation is very short which epitomizes the last phase "rich become to be richer" (see Figures 13 and 14), as mentioned in the previous paragraph. It is important to say that this last phase depends on the algorithm structure and that we have observed it in the case of SOMA (S1, S2) algorithm and DE (D3). The term “algorithm structure” means that for example in the case of SOMA, the Leader (winning vertex) selected as the first individual of initial population with the best fitness, no matter how many other individuals in the population has the same fitness. This concept is demonstrated in Figures 15 – 22. On these figures are depicted CNS dynamics of SOMA applied on Schwefel’s function (6) in dimension 50, with 100 individuals and 300 migrations. These figures depict just the forming of CNS (based on data visualized in Figure 16) with histogram depicted in Figure 17. In this phase, the network has four equal vertices. Different situations arose when the global extreme is found; for example when the first individual with the best fitness is selected to be a best solution (vertex) it automatically get incoming links from remaining members of the population (see Figures 18-20). If evolution continues further, then the winner becomes to be more preferred (still getting more and more incoming connections). It is visible in Figure 21 and mainly in Figure 22.

  - **Population size**: CNS forming was observed usually from population size of 20 and more individuals for dimensions 50. Again, it is the parameter, which does not influence CNS forming alone, but in a combination with another parameters, as mentioned in the previous items.

  - **Used algorithm**: CNS forming has also been clearly observed with algorithms, that are more or less based on swarm philosophy or partly associated with it. For example DERand1Bin did not show any CNS forming (in principle each individual is selected to be a parent), see Figure 9, while in the case of the DELocalToBest (Figure 12) in which the best solution in the population play an important role, CNS has been observed, as well as in the SOMA strategies (see Figure 11). The conclusion reached is that CNS forming is more likely observable with swarm like algorithms rather than “randomly remoted” algorithms. We think that this is quite logical and close to the idea of preferred linking in the complex networks modelling social behavior (citation networks, etc…)

  - **Possible use**: based on numerically demonstrated fact (no mathematical proof has been made) that EAs

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image1.png}
\caption{An example of activated Leaders at the moment when evolution has found the global extreme.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image2.png}
\caption{An example of activated leaders at the moment when evolution has found global extreme.}
\end{figure}

V. Conclusion

The main motivation of this research is whether it is possible to visualize and simulate underlying dynamics of an evolutionary process as a complex network. Based on preliminary results (based only on 2 algorithms in 10 versions and 16 test function out of 17) it can be stated that:
dynamics can be visualized like complex networks. We believe that there is a new research area for study of EAs dynamics and its possible control via techniques of complex network control [23]. Also, another domain of research is to study the information flow in such a network by means of so-called k-shell decomposition.

Results presented here are an extension of [22] and shall be taken into consideration as "preliminary", because more robust and statistically massive simulations are needed for conclusions, which are currently in process. However, based on the results reported here, it can be stated, in general, that the dynamics of evolutionary algorithms can be visualized as complex network structures and therefore the features of complex networks can probably be used to measure the efficiency of the used algorithm, or to control its dynamics in the future research.

---

**Figure 15.** CNS related to SOMA after 200 migrations (see Figure 16). The number of the best vertices (with maximal number of connections) is now 4.

**Figure 16.** Activated leaders (y axe) with dependance on Migrations (x axe) SOMA.

**Figure 17.** Histogram of the vertices connections based on Figure 15.

**Figure 18.** CNS related to SOMA after 220 migrations (see Figure 19). The number of the best vertices (with maximal number of connections) is now only 1 – winner take all.

**Figure 19.** Activated leaders (y axe) with dependance on Migrations (x axe) SOMA. Note that between 200 – 220 individuals, the winner is the first individual in the population.
Figure 20. Histogram of the vertices connections based on Figure 19. The first individual is now the most “rich” vertex with 780 connections.

Figure 21. Activated leaders (y axe) with dependance on Migrations (x axe) SOMA. Note that between 200 – 300 individuals, the winner is still the first individual in the population.

Figure 22. Histogram of the vertices connections based on Figure 21. Thanks to the fact that the first individual is still selected as the winner, it get a lot of connections (8700) and histogram basically does not looks like typical long tail distribution.
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### Parameters for DE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>6</td>
</tr>
<tr>
<td>Population size</td>
<td>7</td>
</tr>
<tr>
<td>Mutation constant</td>
<td>0.8</td>
</tr>
<tr>
<td>Crossover</td>
<td>0.5</td>
</tr>
</tbody>
</table>

---

Figure 23. Schema of Differential Evolution.

The best individual of both take place in new population

**Cost value**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individual 1</td>
</tr>
<tr>
<td>Parameter 1</td>
<td>3.6944074</td>
</tr>
<tr>
<td>Parameter 2</td>
<td>8.0533106</td>
</tr>
<tr>
<td>Parameter 3</td>
<td>9.2498415</td>
</tr>
<tr>
<td>Parameter 4</td>
<td>1.1239946</td>
</tr>
<tr>
<td>Parameter 5</td>
<td>10.187627</td>
</tr>
<tr>
<td>Parameter 6</td>
<td>9.7273058</td>
</tr>
<tr>
<td>Parameter 7</td>
<td>11.294207</td>
</tr>
</tbody>
</table>

---

**Differential vector**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Individual 1</th>
<th>Individual 2</th>
<th>Individual 3</th>
<th>Individual 4</th>
<th>Individual 5</th>
<th>Individual 6</th>
<th>Individual 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter 1</td>
<td>-5.68428395</td>
<td>-56.2202881</td>
<td>-49.6142194</td>
<td>-5.84865087</td>
<td>-25.0565804</td>
<td>6.199929262</td>
<td></td>
</tr>
</tbody>
</table>

---

**Weighted differential vector**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Individual 1</th>
<th>Individual 2</th>
<th>Individual 3</th>
<th>Individual 4</th>
<th>Individual 5</th>
<th>Individual 6</th>
<th>Individual 7</th>
</tr>
</thead>
</table>

---

**Noisy vector**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Individual 1</th>
<th>Individual 2</th>
<th>Individual 3</th>
<th>Individual 4</th>
<th>Individual 5</th>
<th>Individual 6</th>
<th>Individual 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter 1</td>
<td>52.785107</td>
<td>-27.790094</td>
<td>-39.656425</td>
<td>12.745438</td>
<td>51.818106</td>
<td>22.427967</td>
<td></td>
</tr>
</tbody>
</table>

---

**Trial vector**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Individual 1</th>
<th>Individual 2</th>
<th>Individual 3</th>
<th>Individual 4</th>
<th>Individual 5</th>
<th>Individual 6</th>
<th>Individual 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter 1</td>
<td>14.9451594</td>
<td>52.78510726</td>
<td>-27.790094</td>
<td>6.774170041</td>
<td>12.74543793</td>
<td>2.316007685</td>
<td>18.23324461</td>
</tr>
</tbody>
</table>

Based on CR are parameters chosen from actual or noisy vector
Cost function $f(x) = \text{Abs(Parameter 1)} + \text{Abs( Parameter 2)} + \ldots + \text{Abs( Parameter 6)}$

![Diagram of SOMA algorithm](image)

**Figure 24.** Schema of SOMA algorithm.